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LETTER OF THE EDITOR p 1l

Dear DUG members,

I am sending my best regards by closing the
11th DUG year. In the last Letter of the Editor of
2001 I'd like to put your attention to some contri-
butions of this DNL#44.

Peter Liike-Rosendahl submitted a paper in-
cited by a Dynamic Geometry lecture
at the ICTTMS in Klagenfurt. Many
lectures and even one plenary lecture
(presented by our friend and DUG
member Eugenio Roanes) dealt with
ideas how to connect the power of
Computer Algebra Systems with the
wonderful features of a Dynamic
Geometry Software like Cabri, Cin-
derella or others. We learned that
there are many efforts to proceed in
this direction. It is a pity that you
cannot admire Peter’s plots in col-
ours. So I recommend to reproduce his contribution
using various colours representing the circles and
ellipses.

Speaking about colours, I have mentioned
DPGraph several times in earlier DNLs. Rainer
Wonisch — see the booklist — promised to contribute
for one of the next DNLs demonstrating how to use
DERIVE together with David Parker’s DPGraph.

I announced an article about quaternions for a
long time and I always postponed it for the next
issue, because [ had only a printed version available
and it looked to be not to easy to rewrite the paper
and to produce the DERIVE file. But there was a
mail two or three months ago asking especially for
the “Quaternions” promised so long. So I had no
choice but to type in this — interesting - article and
to produce the file — finding a nasty bug in
DERIVE, which was repaired by Albert Rich for
the next update (DERIVE 5.05) which should be
out in December.

ACDC (- Amazing or Amusing Corner for
DERIVER’s Curiosity -) was founded by Alfonso
Poblacion who was and for a long time the only
one who contributed. I found Milton Lesmes” prob-
lems excellent for being presented in this column.
He sent some explaining comments on the situation
of maths education in his country and on his exam-
ples, unfortunately two days too late to be included

in this issue. So you will find Milton’s ideas in
DNL#45.

I am very glad that the eDUG-discussion list
established by our Australian friend David Halprin
showed some signs of life recently. You are
friendly invited to join eDUG by visiting

www . egroups.com/group/edug

and then posting DERIVE concerned
questions and messages.

I'd like to ask our American
members to send articles for the DNL.
We have so many DUGers there, but
the TS are not very often presented by
a contribution.

And finally I'd like to remind
you all on the next meeting of the
DERIVE & TI-92 family in Vienna in
July 2002. On the back cover you can
see two landmarks: The tower of St Stephen’s Ca-
thedral is the landmark of Vienna (the Viennese
call it “Steffel”) and Albert Rich is one of
DERIVE"s landmarks. We had David Stoutemyer
giving talks on our Conferences, now we will hear
Albert Rich.Together with Miguel de Guzman, an
expert on Geometry and CAS, Bruno Buchberger,
famous for discovering the Groebner Bases Algo-
rithm and now working on an Automatic Theorem
Prover and Hans-Georg Weigand, one of the lead-
ing Mathematics Didactics, we can offer a list of
splendid plenary speakers. We hope that many of
you will submit papers or at least come to make this
conference also to a landmark in the rich history of
DERIVE & TI-92 events.

At the end of my last letter in 2001 1°d like to
thank you all for your cooperation, for so many
signs of friendship for my wife and me. We all
hope 2002 will bring more peace into our world as
it was in 2001.

My wife Noor and T wish you all the best for
Christmas and for a healthy and peaceful New
Year 2002.

Josef

As in each last issue of a year you find enciosed the Renewal Form. Please renew
your membersiip as soon as possible to make the administration easier. Despite
the fact that the mailing costs increased we do not raise the fee, except a small
rounding caused by the change of our currency to EURO.
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The DERIVE-NEWSLETTER is the Bulle-
tin of the DERIVE & TI1-92 User Group. It
is published at least four times a year with
a contents of 44 pages minimum. The goals
of the DNL are to enable the exchange of
experiences made with DERIVE and the
T1-92/89 as well as to create a group to
discuss the possibilities of new methodical
and didactical manners in teaching mathe-
matics.

As many of the DERIVE Users are also
using the 77-92/89 the DNL tries to com-
bine the applications of these modem tech-
nologies.

Editor: Mag. Josef B6hm
A-3042 Wiirmla

D'Lust 1

Austria

Phone/FAX: 43-(0)2275/8207
e-mail: nojo.boechm@pgv.at

Preview: Contributions for the next issues

Contributions:

Please send all contributions to the Editor.
Non-English speakers are encouraged to
write their contributions in English to rein-
force the international touch of the DNL. Tt
must be said, though, that non-English arti-
cles will be warmly welcomed nonetheless.
Your contributions will be edited but not
assessed. By submitting articles the author
gives his consent for reprinting it in the
DNL. The more contributions you will
send, the more lively and richer in contents
the DERIVE & TI-92 Newsletter will be.

March 2002
15 February 2002

Next issue:
Deadline

Inverse Functions, Simultaneous Equations, Speck, NZL
A Utility file for complex dynamic systems, Lechner, AUT

Examples for Statistics, Roeloffs, NL

Various Training Programs
Sand Dunes, Halprin, AUS

Type checking, Finite continued fractions, Welke, GER
Kaprekar’s "Self numbers", Schorn, GER

Some simutations of Random Experiments, Bohm, AUT
Comparing statistics tools: a pie chart with DERIVE,

Stem & leaf diagram with DERIVE and on the TI-92
Another Task for End Examination, Lechner., AUT
Cooperation DP-Graph and DERIVE, Wonisch, GER
Applications for Random Permutations, Schldglhofer, AUT
Tools for 3D-Problems, Like-Rosendahl, GER

Penrose Inverse of a Matrix, Karsten Schmidt, GER
Differential Equations in Secondary School, Glnter Schodl, AUT

and

Setif, FRA; Vermeylen, BEL; Leinbach, USA; Aue, GER, Koller, AUT,

Keunecke, GER, .........

Impressum:

Medieninhaber: DERIVE User Group, A-3042 Wiirmla, D'Lust 1, AUSTRIA

Richtung: Fachzeitschrift
Herausgeber: Mag.Josef B6hm
Herstellung: Selbstverlag
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Volker Loose, Germany vwloose@cityweb.de
Subject: approximating
Hello all,
using DfW5 [ wrote a function
schrv(f, g, a, b, d) := VECTOR([i, f£(i);i, g(i)]l, i, a, b, 4d)

Approximating schrv(f(x),g(x),-1,1,0.2) with f(x):=x"2-1 and g(x):=-x"2+1 I got

(f-1, £¢(-1); -1, g(-131, [-0.8, £(-0.8); -0.8, g(-0.8)1, [-0.6, £(-0.6);

-0.6, g(-0.6)], [-0.4, f(-0.4); -0.4, g(-0.4)1, ... , g{1)1]

Approximating this I got

((-r, o; -1, ol, [-0.8, -0.36; -0.8, 0.36], [-0.6, -0.64; -0.6, 0.64],
the result I wanted. Why don't I get this result already in the first step?

Volker Loose

David Stenenga, Honolulu, Hawaii
Subject: approximatingl

Hi Volker,

I entered your definitions and approximated schrv(g(x),f(x),-1,1,0.2), 1.e., I switched the order of your
arguments. Sure enough, I got the same result as before which means that your definition is ignoring
the f,g parts on the right hand side and just literatlly substituting f(i), g(i) in the definition.

I suggest you modify your definition to:

schrv(u, v, x, a, b, d) := VECTOR([i, SUBST(u,x,i);i, SUBST(v,x,i)],
i, a, b, 4)

and then approximate: schrv(x™2 - 1, -x"*2 + 1, x, -1, 1, .2)

Aloha, Dave

Albert Rich, Honolulu, Hawaii
Subject: approximating?

Hello Volker Loose,

In Derive, only expressions, NOT functions, can be passed as arguments to user-defined functions.
Therefore, the variable needs to be included along with the expressions in a function's formal argu-
ment list. For example, if your function 1s defined as

schrv(u, v, x, a, b, d) := VECTOR (! [x,ul, [x,v]], x, a, b, d)
then, given the assignments

fix) := x"2-1 and g(x) := -x"2+1
approximating either of the expressions

schrv(f(x), g(x), x, -1, 1, 0.2)
or
schrv(f(y), gly), v, -1, 1, 0.2)

gives the approximated matrix that you desire. Hope this helps.
Aloha,
Albert D. Rich, Co-author of Derive
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Good News for DERIVE and TI-Users as well:

Christian Richner chris123@gmx.ch
Subject: [eDUG] Derive vs. Ti92

We would like to use Derive at the same time as the pocket calculator TI-92. During evaluation we
have discovered that a certain functionality of the calculator seems not to be present in Derive.

This is eg:

Functions for graph discussion like finding zero crossings or extrems.
Is it true that these functions were not implemented in Derive or did we simply not detect them yet?

Who can help?
Christian Richner

Theresa Shelby, Hawaii
Subject: Re Derive vs. Ti92

Hello Christian Richner,
Thank you for your English translation!

The 2D-plot window in Derive 5 does not offer commands for automatically finding zero crossings
and extremas like the TI-92. In Derive 5, you may use a combination of plot tracing, zooming and
equation solving as described in Chapter 2 Polynomial Zero Finding of the "Introduction to Derive 5"
manual.

We plan to add this capability to a future version of Derive as well as increase the
inter-connectivity and symmetry between Derive and the TI-89/92.

Sincerely, Theresa Shelby
Texas Instruments

Problems with Polar Plottings

Hugh Williams, Nottingham, UK hugh.williams@NTU.AC.UK]
Subject: polar plotting - a bug?

If we plot In(1 + theta) in polar co-ordinates from 0 to m we get the curve we expect but if we plot
In(1 + x) also in polar co-ordinates from 0 to n we get a different and incorrect curve. What is going
on? Changing the naming of variables does not usually effect the graph that DERIVE produces.

We are using DERIVE 5.04.

Any ideas.
Hugh Williams \

/-'“_"x
7D
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Joe Frisbee, United Space Alliance, USH-483L
I offer the following explanation:

It seems that the difference in the plot is also affected by the form of the plotted function. If "[theta,
LN(1+theta)]" is plotted it agrees with the plot of "LN(1+x)". The correct plot of "LN(1+theta)" dis-
agrees with both.

Referring to the Derive 5 Polar Plot help section (excerpts below) I suggest that when plotting
"LN(1+theta)" theta is correctly interpreted as the angle component and the function of theta as the
radius of the polar coordinate pair. When x is used in place of theta the x is being interpreted as the
radius and the function is interpreted as the angle. This is confirmed by the fact that if we plot
"[LN(1+x),x]" we will be in agreement with the expected form of the plot. This form of the plotted
pair forces x to be the angle.

In rectangular coordinates, [x, y] represents the point x units from the y-axis, y units from the x-axis.

In polar coordinates, [, theta] represents the point » units from the origin, theta radians from the posi-
tive x-axis.

Albert D. Rich, Honolulu, Hawaii

When plotting expressions in polar coordinates, there are two ways to ensure that Derive interprets
the expression's variables the way that you intend:

1 The radius (i.e. the distance from the origin) and the angle from the positive x-axis are explicitly
determined when making parametric plots. Thus, if u(t) is a univariate expression involving the
variable t, plotting the vector [u(t), t] generates a parametric plot where t is interpreted as an an-
gle and u(t) is the corresponding radius. Whereas, plotting the vector [t, u(t)] generates a para-
metric plot where t is interpreted as a radius and u(t) is the corresponding angle.

2 Inpolar coordinates, Derive always interprets r as the radius variable and theta as the angle vari-
able. Thus, if u(t) is a univariate expression involving some variable t other than r or theta, plot-
ting the equation r = u(t) generates a parametric plot where t is interpreted as an angle and u(t) is
the corresponding radius. Whereas, plotting the equation theta = u(t) generates a parametric plot
where t is interpreted as a radius and u(t) is the corresponding angle.

Note that similar comments about the interpretation of variables apply to 2D rectangular plots; and to
3D rectangular, spherical, and cylindrical plots. Also, if the Degree angular mode is selected using the
Algebra window's Declare > Simplification Settings command, angle variables are interpreted as
specifying degrees rather than radians.

Hope this helps.
Aloha,

Albert D. Rich
Co-author of Derive
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Valeriu Anisiu, Cluij, Romania anisiu@math.ubbcluij.ro
Subject: Some bugs in DERIVE

DERIVE is a wonderful program, but of course it cannot be “bug free”. The following ones were re-
cently discovered by me (perhaps some are already known). I hope that the list will be obsolete soon.

2 1/x
lim (SIN(x} ) =1
X300
.’.4
13
I NIV
o /\f\
18 -8 -6 -4 -2 4 6 8 10 12 14 16 18 20 22 24
--—1

This limit does not exist!
Has been improved in version 5.05!

Incorrect treatment of a limit in connection with an IF-construction:

lim EXP{-x} =
W3O
IF{lim ERP{-x) =8, 1, 2, 3) = 2
HI0
IP(lim EXP(—x) £ B, 1, 2, 3} =1
W0
IF(1lim EXP{—x> 2 @, 1, 2, 3 =1
w300
Has been improved in version 5.05!
DERIVE refuses to expand polinomials of form x!/(x-n)! and similar ones for n > 10:
xt x?
[ = ] [x(x—i)(x—Z)(x—3)(x—4),-—————]
{x — 5)¢ {x — 11)* {x - 11>?
The following integral should result in %\/5 , but: v £=[Alsebra|CalelOther Pronl0iClean Up
= 2 J3 3 3 2
- ‘N - i Z N . 2% .
j ASIN[——————| dx = 2-LN(2) + Ja ‘”’4[1+x2]“”‘ .[e S”ﬂ[xhl]d“
2 3
1+ x -stind[ 12+i2]a>< 1.8138
|MAIN AN EVACT FUNC 2%

The reason is, that DERIVE does not find a continuous antiderivative for ASIN(2x/(1+x"2) - as it
usually does!




D-N-L#44 DERIVE & TI-g92- USER - FORUM p 7

N3
2-x
J RSIN[—] dx
2
a 1 + x
Approximating the integral leads to
1.8137299364 the correct result!
3-n
3
1.813799364
POLY_GCD{@,. 5-x) = 5 Should retumn 5 x

Has been improved in version 5.05!

Multiple substitutions for subexpressions are not correctly handled:

3 2 2 3 4 3
SUBST(x -y + x'v, ¥. x ., %X , Yy} = x "y + x

instead of x"7 +y.

Has been improved in version 5.05!

In several cases the SORT-function doesn’t work properly if containing a function. See the following
example:

Suppose that we want to sort a list of integers such that the odd numbers come first.

v := [2. 8. 9. 44, 43, 155, 41, 13, 10, 91, 180]

odd{u) = 0DD?{u)

f{x, v} = (0dd(x} ~ - 0dd(y)}) v {odd{x} ~ odd{y) ~ x < y} v (- odd{(x) ~ = odd(y) A
x < y)

SORT(v. F{x. v}, x. v} = [2, 8, 9, 160, 13, 41, 43, 44, 91, 1688, 155]
But if one changes the definition of odd (u) then it works:

odd{u} := MOD{(u. 2) > 8
SORT(v. f{x, ¥). . yy = [¥, 13, 41, 43, 91, 155, 2, 8, 10, 44, 188]

Is improved in version 5.05!

Pedro Tytgat, Belgium

I just asked DERIVE to factorize the polynomial a°® — 2> + 1. DERIVE gave me a surprising result:
Among others I received the following factors:

1%
a — (-1} 1

- 1,9
a - {(-1) 1

and reasoning with real numbers I get — even without needing support of DERIVE:

Branch := Real

1.9
a - D art (cont page 22)
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Solution of Linear Equations in the Quaternion Algebra
E.R.Sirota, Tobolsk, Russia

Let H be the Quaternion Algebra. This is an associative but non-commutative ring with identity and
division (non-commutative field of quaternions).

We will use the following model of H:

H=R+i-R+j-R+k-Rwithi,jand k having the following multiplication table:

1 i j K
1 1 i f k
i i -1 k ¥
i j X -1 i

k j i -1

Ifx=a,+a i+ a j+ a; kis a quaternion, then x = g, + x> where a, is the real part of x and
X’ =gy i+ a,j+ a Kk its imaginary part. The quaternion con(x) = a; - a, i - a» j - a; k is called the
conjugate quaternion to X.

N = al> +a’ + ay” + as” is the Norm of x

and the Inverse Quaternion to x, X" = con(x)/N(x).

Ify=bo+ b i+ b, j+ by k, then it is easy to check, that x> * y> = -(x",y") + [x* x y’], where (x’,y’) is
the scalar product of x* and y’, and [x* x y’] is their vector product. (Here and further * denotes the
operation of the multiplication of the quaternions). Hence

X*y=ayby— (X, y)+ayy’ + b X’ +[x* xy’] (4]

Later on we will consider only the subalgebra Qy of the H, containing all the quaternions with rational
coefficients. Let us consider the subring Z;, of ring Qy:

Zi={(a+aitajtak)2|a,a,anacl,av=ai=a=a;(mod2) }  (2)

We will call the ring Z,, the Integral Ring of the Quaternions, with its elements called the Integral
Quaternions. For each x € Zy we have N(x) € Z,. This ring has the group, consisting of the 24 invert-
ible elements (divisors of unit):

Theorem 1: ¢ € Z, is invertible in the ring Z, if and only if N(g) = 1.

Definition 1: p € Z, is called the prime quaternion if N(p) # 1 and it follows from the equality
p=q * t with q, t € Z; that p or t is an invertible element.

Theorem 2:  p € Z, is the prime quaternion 1if and only if N(p) is the prime number.

Definition 2: Let q, r € Z,, r # 0. We will call q divisible by r from the right (or from the lefi)
ifq * r' e Z, or*r'=* q € Zy ), The words “from the right” and “from the left” can
be omitted if the divisor r € Z,.
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Theorem 3: Ifa,b € Z, with b # 0 then there exist g, r and q;, I belonging to Z, such that
a=bxq+r, N(r) < N(b) 3)
a=qi*b+r, N(r;) <N(b) )

We will call q in (3) the right quotient (q, the left quotient) and r the right remainder (note that if
r = 0 then a is divisible by b from the left).

To prove this theorem let us designate the b'*q=atait+tajtakIf{a}={a}={a}=
= {a;} = 1/2 then b™'* q is the integral quaternion and we may take q = b* * q, r =0 ({x} is the frac-

tional part of x). In other cases by setting ¢ =||a,|,u = Ilal‘

a, ,v=|la,]l, w=|as| (||| is the least distance

of x from an integer), q=t+u-i+tv-j+w-k, we obtain that N(b™” * a—q) < 1. Hence forr=a-b
*q : N(r) = N(b) - N * r) = N(b) - N(b™" * a - q) < N(b) and so we proved (3). The proof for (4)

runs similarly.

Using this theorem we can construct the algorithm which is similar to Euclid’s Algorithm for compu-
tation of the greatest common divisors from the left (and from the right). The following theorem can
be proved.

Theorem 4:  Let ay, ..., 2, € Z) and all these quaternions are not simultaneously equal to zero.
Then there exists such d € Z; that:

1) a,, ..., a, are divisible by d from the left;

2) for each ¢ & Z, which divides ay, ..., a, from the left follows that d is divisible by ¢ from the
left;
3) there exist Xy, ..., Xn € Zy such that
a,-x;+a x,+..+a, x,=d (5)

The quaternion d satisfying the conditions of this theorem will be called the Greatest Common Divi-
sor of the elements a, ..., a, from the left and will be designated as GCD_L(ay, ..., a,).

Theorem 5:  If d and d, are the greatest common divisors of the quaternions ay, ..., a, from the left
in Z, then there exists t € Zy such thatd; =d * t and N(t) = 1 (t is the invertible ele-
ment in Zy). If d is the GCD of the quaternions a,;, ..., a, from the left then

d, = d * t with N(t) = 1 is the GCD of the quaternions aj, ..., a, from the left, too.

Note that it is not valid if d is multiplied by t from the left. Let < ay, as, ..., a, > designate the set of
all GCDs of the quaternions ay, ..., a, from the left.

Let us consider the problem of finding the general solution in Zy of the linear equation:

A *x;ta*x;ta..ta *x, =b 6)

for given ay, a,, ..., a,, b. This equation has solutions 1f and only if
<ay, 2...,2,>=<ay, a;..., 2, b >,

If A and B are two matrices with elements from the non-commutative ring then we will consider their
product in just the same way as in case of the commutative ring adding the condition: the elements of
the rows of matrix A are multiplied by the elements of the columns of B from the left. It is not diffi-
cult to check that the above defined operation of the product of two matrices is associative. Then
equation (6) can be written in matrix form:
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X-A=B. @)}
where A= (a; a... a,)’, X=(X; X ... Xy), B=(b).
We can connect the elementary matrices with the elementary transformations as in the case of the
commutative ring. Here the multiplication of A by the elementary matrices V(€) and V, «(q) from the
left result in the fulfillment of the corresponding elementary transformations of matrix A in which the

multiplication by € and q is realized from the right. So we can apply the method mentioned above to
find the common solutions of equations (6) in the integral ring of the quaternions Z,,.

Implementation in DERIVE

We will represent the quaternions as four-dimensional vectors in DERIVE. The row matrix and the
column matrix of the n quaternions will form a matrix of order n x 4. The vector consisting of the
matrix components will be called fensor of rank three (in our case each component of the tensor is the
column of the quaternions, so the tensor represents the matrix of the quaternions). To have a utility
for finding the common (general) solution of equation (7) we have to add some new functions to the
main utility file and make some slight changes of its functions. Further we will define new functions
and give some comments on them.

(I refer to the files quaternion.mth and quaternion.dfw which can be found on the diskette. Josef)
Given are two quaternions a and b

[a := [2, 3, -2, 4], b := [3, 2, 3, -1]]

Then VEC(x) gives the vector or imaginary part of x.

VEC(x):=VECTOR(x SUB i,i,2,DIMENSION(x))

and PROD(x,y) returns the product of two quaternions x and y according to formula (1).

PROD (x,y) :=APPEND( [x SUB 1xy SUB 1-VEC({x)=*VEC(y)],
% SUB 1xVEC(y)+y SUB 1xVEC(x)+CROSS(VEC(x),VEC(y)))

PROD(a,b)=[10,3,11,23]

(It is a nice exercise to check this multiplying 2 + 3i — 2j + 4k and 3 + 2i + 3j —k by hands to receive the
result 10 + 3i + 11j + 23k applying the muttiplication table from above and the formula (1) as well.
Josef)

PROD_VEC (u,v) returns the product of the row (column) v (a matrix in DERIVE) of the quater-
nions by quaternion u from the left,

PROD_VEC (u,v) :=VECTOR (PROD(u,v SUB i) ,i,DIMENSION(v))
PROD _VEC(a, [b])=[[10,3,11,23]]
PROD_VEC(a, [b,[3,4,5,6]1)=[[10.3,11,231,[-20,-15,2,47]]

SUBTR_NEW (v,i,3,qq) subtracts v; * qq from v; in matrix v (qq is a quaternion)

SUBTR_NEW (v,i,j,qq) :=VECTOR{IF(m =i,v SUB i-PROD(v SUB ij,qq),
ELEMENT (v,m_) ) ,m_,DIMENSION(v))
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For demonstrating this we introduce a matrix of 4 quaternions quatm:
quatm:=[a,b,[-4,2,3,1],[-1,3,4,5]]

SUBTR_NEW (quatm,3,2,[1,2,3,4])
((2,3,-2,4],(3,2,3,-1],([2,-21,1,-10],[-1,3,4,5]]
MA_SUB(v,k,i,J,qq) applies the previous transformation on the k-th component of tensor v
MA_SUB(v,k,i,3j,qq):=SUBTR_NEW(v SUB k,i,j.qq)

and SUB_TENZ (v,i,j,qq) does the same for the whole tensor.

NORM(v) gives the Norm of a quaternion v while CON(v) returns its conjugate quaternion and
INV(v) returns the inverse of a quaternion according to the definitions given in the introduction.

PROD(a,CON(a))=[33,0,0,0]
PROD(CON(a),a)={33,0,0,0]
PROD(a,INV(a))=[1,0,0,0]
PROD(INV(a),a)=[1,0,0,0]

Then we have R_QUOT (x,y) and R_REM(x,y) resulting in the right quotient of division x / y and
its right remainder according to Theorem 3.

Additionally you can find:
e_matr producing the identity matrix with elements from Z,.
scal(u,v) the product of row matrix u and columnn matrix v of the quaternions

prod_ve_ma(v,u) the product of the row matrix of the quaternions v and the tensor u (matrix
of the quaternions)

How to use this file — One Example

Zn={(ap+aji+aj+a; k)2 | ap, a1, 02,85 € Z, ap = a, = a, = a; (mod 2) }
We will solve the the following equation:

(-8+10i+22K) X+ (-10-14i+4j+18K) X+ (5 +j+8K) x3=-7-3i+5j+k

-8 i@ 8 22
340: lkoef = l—l@ -14 4 18 l, r_part = [-7, -3, 5. 1]]
-5 8 1 8
fi41 - GCD_EUC_L{koef} = [1, 8, 1, 2]
I1S_SOL{(koef. r_part)

-1 1 8 5} a a a ] -2 1 1 1}
-4 1 -1 -2 ]. 1 5] B 6 |. 8 -8 a 2
-1 6 6 -9 1 -2 -1 1 -2 -22 -4 18

Then introduce the variable matr, assigning the solution from above to find the general solution

com_sol which contains a bundle of parameters. We will show only a part of its output.
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2 1 1 8 1 8 @ a 5] a 8 0 -2 1 1 a
#44: matr == -1 6 -1 8 |. -4 1 -1 -2 {. 1 a 6 a8 |. 8 -8 a8 2
[} a 6

1 a -1 6 -9 i -2 -1 1 -9 22 -4 18
#45: com_sol
17p - 6-p + 2-p + p - 28-p + 14-p ~ 1i8p - p + 18
2.4 2.3 2.2 2.1 1.4 1.3 1,2 1.1
- 3p *2-p +p +tp + 4p -5p tp -2
#46: 2.4 2.3 2,2 2.1 1.4 1.3 1.2
- 42-p - 5-p +12-p -5p + 2-p - 9p +17-p - 3p - 89
2,4 2.3 2,2 2,1 1.4 1.3 1.2 1.1
6-p +17-p +p - 2'p - 14-p - 28-p -p + 2-(9p + 13)
2.4 2.3 2.2 2.1 1,4 1.3 1.2 1.1

First of all we can check if this is a solution by simplifyirng chec]-c_sol. This is not very satisfying.
But then we can find partial solutions choosing any set of parameters and check this solution again —
maybe as an additional exercise doing it by hands, too.

10 1
$48: p := 101
18 1 8

~7 48 -18 -5
#49: com_sol = 5 - ? -1
-14 -18? 237 -54

#58: solul := 5 -7 ? -1
-14 -1687 37 -54

Step by step one can check the validity of this partial solution:

PROD(koefi. sulull) = [-314, -58, 1258, -294]

#51:

PROD{koef , solul } = [-158, -138, -198. 30]
#52: 2 2

PROD(koef . solul ) = [465,. 185, -1B@55. 265]
#53: 3 3

#54: [-314, -58, 1256, -294] + [—158, -138, -198, 3B] + [465, 185, —1855, 265]
#55: [-7. -3. 5. 1]

Finally let’s find a base solution — setting all parameters equal zero:

=
an
[=a]
-]
L[}
e ®
@ @
@
-]

®
®
@
[\~

18 26 39 -16
#57: com_sol = -2 -2 -3 2
-89 52 -26 37

18 26 38 16

#58: solu2 := -2 -9 -3 2
-89 -52 -26 37
3
#592: £ PROD{koef , solu2 ) = [-7, -3, 5, 1]
i=1 i i

Even if the underlying theory might be too difficult for Secondary School students, learning about the
existence of quaternions as a meaningful extension of complex numbers and working with them seems
to be considerable. Josef
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Shoemaker’s Knife from another Point of View

Peter Liike-Rosendahl, Hannover, Oktober 2001; PeterLR@web.de

The idea of this reflections was given by a report “Why DGS is such an effective tool in
maths education” on ICTMT5 (The Fifth International Conference on Technology in Mathe-
matics Teaching) 2001 in Klagenfurt. The problem was presented, but no solution was given.

Usually by thinking of “Shoemaker’s knife” you will have in mind some areas, specially those
with same size in connection with the calculation of circles and Pythagoras.

2

#2: kB :=y = J(— x + 6-x + 55)
2

#3: ki :=y = J(—-x - 6-x — 5)
2

#4: k2 :=y = J(- x + 18-x + 11)

i 2

% -5 -4

i 2 3 1 5 b ? ] 9
-1 -

18 11 12

It should be possible to construct a circle which will touch the circles k1, k2 and kO at the

same time.
#i5:
2 2
fi6: k :=169-x + 658-x + 169y
Yy
e
ok
AT
/,/ \.\
A Y
/| ]
PR /
AN ¢
. -
/kji' e
I:-. M1

The equation of this circle will be shown later.

- 1248 -y + 2929 = 576

M2
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There is no problem to find such a circle using any DGS by try and error which seems to fulfil
the desired conditions.

Let’s start our reflections with only two circles, k2 and kO.

18 11 12

-1

First we consider points which are regularly distributed on k2, then we look for those centres
of circles which will touch k2 in these points.

#72: Regular distributed points - -PUNKTE{) on a halfcircle mit center on x—axis)
© n n

#8: PUNKTE{xmn, ») := UECTOR|[r-SIN(¢) + xm. »-COS{9p}]. 9. — —2—, —é—, a

#9: PUNKTE{5, 6)

The steps are chosen in this special way to avoid the problem having a parallel line to y-axis.

-1 1
-8.756957 1.69639
-9.084752086 3.24384
1.87983  4.53449
2.5@751  5.45779
v 1? 4.14611 5.93892
8 5.85388  5.93892
/7 : N 2.49248  5.45779
e \\\ 8.92916  4.53449
/ i \.\\ 19.8475  3.24384
_/ : \\ 18.7569 1.69839
/ Ul il 11
S \
[ »«\
i L x These centres are all
% 5 -4 -3 -2 -1 1t 2z 3 2 s 6 7 8 9 18 11 12 on g pencil of lines
-1

through M2 and the
just constructed points
on k2.
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]
€ 5 -4 -3 -2 -1 i 2 3 4 5 & 7 8 9 18 11 12

. . . . . . -1 . ; . . . . . . . . .

We are looking for the locus of all points which are centres of ali circles which are touching
k2 and k0. When looking at the picture you may guess that the solution is a circle between
kO and k2.

2
#28: k3 =y = J(— x + 8-x + 33)

#21: Calculation of intersection points from gs with k3

23 SOLUE(RHS(gs3) = RHS(k3), x} = {x = B8.8139265)

RHS(SOLUE(BHS(gs ) = RHS(k3), x)) = B.8139265
#24: 3

#25: UECTOR(RHS(SOLUE(RHS(k) = RHS(K3), x)). k., gs)
¥26: [-2.63163. -1.57889. B.0139265. 1.94418, 3.99355,. 5.9659%94. 7.716867, 9.12839, 10.1634
18.7983]

L]

#27: xw(Schar. Kurve) := UECTOR(RHS{SOLVE{RHS{k) = RHS(Kurve), x}}. k. Schar)

#28:  xw(gs., k3)

#29: [-2.63163, -1.57889. B.0139265, 1.94418, 3.99355,. 5.96594, 7.710867. 9.12839, 18.1634,
10.7983]

#30: Spkte(Schar, Kurve) := UECTOR{[k. SUBST(RHS{Xurve). x. k)]. k. xw(Schar. Kurve))
#31: Spkte(gs, k3)

[ ~2.63163 2.24085 ]
-1.57889 4.2279%
0.68132265 5.75423
1.94418 6.6913
3.99355 7
5.96594 6.71826
7.7186%7 5.93555
?.1283%9 4.76441
18.1634 3.31836
10.7983 1.7862

#32:
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11 12

-6
-1
-1 8
-8.756957 1.6983%
| —2.63163 2.24@85 ] -8.8475286 3.24384
-1.57889 4.22799 1.87883 4.53449
#.0139265 5.75423 2.58751 5.45779
1.94418 6.6913 4.14611 5.93892
#34: BPktek2 :=
3.99355 ? 5.85388 5.93892
#33: MPktek3d ==
5.96594 6.71826 7.49248 5.45779
7.71867 5.93555 8.92916 4.53449
9.12839 4.76441 18.8475 3.24384
18.1634 3.31836 18.7569 1.69839
18.7903 1.7882 11 8
2 2
#468: Radiusi1{i} := J{{BPktek2 — MPktek3 ) + (BPktek2 - MPktek3 )
i+1.1 i.1 i+ 1.2 i.2
41 : APPROX (Radius1{1)) = 1.953818@A74

2 2 2
#42: Keeisi{i) := {x — MPktek3 1) + (y — HPktekB_ 2) = Radius1{i)
1. 1.,

#43: Kreisl{1l)

1 12
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It seems to fit; let’'s go on!

#44: Kreisel = VUECTOR{Kreis1{i}., i. 1. 8)

y r9
(8 e
LTy T
e .
,/ 'f“\\. .S/Xi'\ \ . J,R—-'
y,_;r/ L| ¢ - ?me
/f" . \" . // "1\15 C B
i AL~
FaUlaN >
A |
-, F . Y s43
;_LJAT

% -5 -4 -3 -2 -1 1 2 3 4 5 & 7 8 9 18 11 12
Oooups! Even without zooming it’s obvious that we were wrong with our idea. That's a pity.
You also will be able to show this easily by using DGS and using Cinderella for example you
may have a nice animation.

You will be able to construct the curve of the ,true solution® (as far as you know the equa-

tion) by DGS as conic section or as locus, but (at the moment | think) it’s not possible to use
this curve as “street” for an animation.

Let's try to find an algebraic solution.

o 77
AN
'\\;
\
M
b
\5
[.. ) X
% -5 -4 -3 -2 -1 i 2 3 4 5 6 7 8 9 18 11 12
-a 'd . - . . d . a . a+ 2d
Explanation for the next DERIVE screen:
#51: The ellipse is the locus for all points for which the sum of the distances to two
fixed points is 2a. Fociare F1 =M1 (-d;0)and F2=M0(d; 0)
#53: Standard form with centre in the origin of this ellipse; transformation takes some

time.
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r =a+d
46 : a
» =a-4d
#472: 1
2 2
#48: a —d + r = Jf{{x + d) + y )

2 2
(e —d) *+ 1y )

f##49: a +d — »

2 2 2 2
H5@: {a —d+pr =J{{x +d)y +y ¥ +r{a+d-—»r=Jd({x—-dy + y )}

2 2 2 2 2 2
#51: 2-a = JdJ{x - 2-d-x +y +d )+ J{x +2-dx+y +d)

#52: Ellipse: a, b; F1 = M1{( -d 5 @ }; F2 =MAa{ 4 ; @ )

2 2
2 2 2 x u
#i53: h =a —-d. + =1
2 2 2
a a —d
2
J(25 - x )
##54: Ellipse = y =
5
yv?
8
={.:—_-:—-— - A_‘-hhh--_
] . e
,4"’1\\"? T Ty
/J;|/ ] 6 1 =t \\‘
S 1" ro 5 N,
y f Lg : . ,\ . ] . ?I . 3
a2 M(x:y) | \
';ﬂf—ﬂ‘ 1N
-
./////. 4 \\ \\\\ j . \\
/ B
I_/
r 'l; Tl \ l
t v + Mj’/ E; H + + + + + ‘ X
- -5 -4 -3 -2 -1 1 2 3 4 LY 6 ? 8 ? 18 11 12
a

a d ca+2d

_1 .

Let's try to imitate a DGS by means of a CAS. We do have the locus of centres of all the
desired circles, now only some screenshots of the animation are missing.

#55: PUNKTE(-3, 2)

#57: Equations of all straight lines through M1 and points en ki; without x-axis (i = 1)

gs2 := UECTOR(ZWPF{(PUNKTE(-3, 2}) . [-3. @]), i, 2, 11}
#58: i
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#68: Spkte(gs2, Ellipse)
[ —4.94858 8.572156
-4.789 1.14972
-4.58443 1.73621
-4 .8641 2 .330885%
-3.41957 2.91824
#61:
-2.58287 3.46314
-1.22933 3.87721
@.451838 3.98363
2.43568 3.49233
4.23626 2.12475
v r'?
_rf.-""- ~—
T~
] ? g
/ e
o |
/// 15 . AN
/ N
/ O R R \\
/ r".f \.“\., i
fooa 3 . \
!y :
.f j.ﬂfﬁ ~ 2 >R
(A
I \.‘\
Mt Mo \ .
-6 -5 -4 -3 -2 -1 1 2 3 4 5 6 7 8 9 18 11 12
-a "d -4 d a a‘f2d
-5 ]
-4.91898527 ©.5634651339
-4.682586887 1.881281549 -4.948585@93 @.5721564387
—4.389721175 1.51149903 —4.789006342 1.14972475
-3.83P830039 1.819263937 -4.584436411  1.736212591
-3.284629629 1.979642708 -4.864102564  2.3300858224
Lol 99 ~3.419579533  2_918243243
—2.71537837 1.979642788 #63: MPkteEl :-= . -
-2 .169170847 1.81926393%7 -2.502874688 3.46314258
-1.698278546 1.51149983 -1.22933552 3.877214416
-1.317493143 1.081281549 A.4518384569 3.983633612
-1.6810814245 0A.5634651339 2.435682819 3.493383111
{ —1 a 4.236264236 2.124759152
2
#t64: Radius2{(i) := J|(BPkteki - MPkteEl ¥ + (BPktekl - MPkteEl )
i+ 1,1 i, i +:1.2 3.2
2 2 2
#65: HKreis2{i) := {x — MPkteEl > + {y — MPkteEl > = Radius2{i)
i.l i
#i66: APPROX (Radius2(2)) = 0#.1265962388
#67: Kreis2(4)
2
BoB: x + 8.1282-%x + y - 4.66811-y + 21.946 = B.315317
#69: Kreise2 := UECTOR({Kreis2(i}. i. 3. 2)
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o 79
L8 =
f//" \_\\‘:‘.—_\__\\
. \;\ \\\ .
~.
~ N ~
6 . X, . . .
\_\ 3, ".\
AN \ x . .\\\\\
| 4 \
| AN
o . l\ B \\
3 l\"\_v‘ }l 1 \
! + } '
/ / \\ / \
2 VRN C |
e X !
~ N !
_E_A—-’ iy . . ‘,\. ,.l/ X
L L , x
-6 ™.1 2 3 4 % 6 7 8 9 168 11 12
..1\:_"" - d— a . a+2d

According to the first ellipse you may develop the equation of the second ellipse. The inter-
section point of both eliipses is obviously the centre of the circle we have been looking for.

. 9 . . .
8
L \
—’//d-_ -
/ . .9'_//.’ . [
S . . ~ 5 . *r
s
. e
A3 e
.
,
2 |
\
1 Y
\[ x
-6 i 2 3 4 5 6 ? 8 9 18 11 12
-1

#75: Schnittgerade := ZUWPF{S8chnittpunkt, [-3, B8]}

24 -x 72
#t76: y = +

¢ ?
#75.  ,Schnittgerade” = intersection line’; ,Schnittpunkt* = intersection point’

61
RHS{Schnittgerade), x) = [x = - ?

#?7: SOLUE{(RHS (ki)

#78: [Beri.ihrpunkt H [RHS(SOLUE(RHS(ki) = RHS{Schnittgerade), x)}, RHS [SUBST [Schnittgerade,

61 ]]]] [ 61 48
X, — —— = |- — —
25 25 25
24

2 2
#?79: [Radius t= J[(Schnittpunkt - Beri.ihrpunkti) +* (Schnittpunkt2 a Bel-iihrpunktz) ]] = —
1 13

2 2 2
#88: Kreis := (x - Schnittpunkt » + (y - Schnittpunkt ) = Radius
1 2

2 2
- 169 -x + 658-x + 169-y - 1248-y + 2929 576
1: -

169 16%
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y 9 . . . . . .
. // ? e "
4 Pl T N
/-/ - 6" ) i ) \\\\
R RN
L RN
7 |'I » \\\*\ \\:\
. / 3 : \\ {\\\
__—/._,,_d_/f./l," 2 N
\‘1
1 : \
¥ \ x
-6 A 1 2 3 4 5 [ 7 8 9 18 11 12
-1
8 8-x
f#82: (Schnittgerade2 := ZUWPF(Schnittpunkt. [5. B8])) = [y = T - : ]
1
5
##83: SOLUE(RHS (k2) = RHS{Schnittgerade2). x} = [x = - —
17?7
#184: [Beri.ihl‘punktZ = [RHS{SOLUE(RHS(kZ) = RHS(Schnittgerade2), x)).

1

5 5 48
RHS [SUBST [SchnittgeradeZ, X, — —T =

1?7 17

X

18 11 12

9
-1 . . . . .

To have a reparation of our first idea let’s have a look on the second ellipse and the first cir-
cle.
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X
% -5 -4 -3 -2 -1 i 2 3 4 5 6 7 8 9 18 11 12

Finally special thanks to Steffen Timman for exchanging ideas and helping to find the equa-
tion of the ellipse and Josef Bohm to develop a more powerful tool to solve a set of equa-
tions at one time.

DERIVE & TI-92 User Forum continued from page 7

So apparently, Derive means another complex 9th root of -1, but which one?

Do I have to try using trial and error? Am I missing something? Or just expecting too much?
Regards,

Pedro Tytgat

Answer from Wim de Jong

Pedro,

By applying "Approximate" to (-1)(1/9) you will see that Derive interprets the expression as
cos(pi/9)+isin(pi/9). So it uses the principal value pi for the argument of -1, not 9pi. On other occa-
sions you may have noticed that Derive uses cos(pi.n) for (-1)*n.

Cheers,
Wim de Jong
(80 e ramtaz i | || You can find the TI-92 confirmation of Wim de

FEIE L-z. i 1)1 2. 0008 - 1. 56 1y

L) c,Fac,’(,or‘(a - a3 +1, a]
L1562, Q000 a+ 6340 -2 TAFS + 411 [ 2P

Jong’s answer looking for the complex roots of the
expression from above, Josef.

L ':,Zerﬂos[a6 -a2¥+1 B a]

b1 ;Y. n R .2 T
cos[g |+ 51“[? ‘4 cos -,;—J - sin 3J-1
czerosCa*b—a™3+1l. a2
MAIN RAD ERACT FUNC 2/ 7
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Equations, Equations — Solutions, Solutions

Josef Bohm, Wiirmla, Austria

Some weeks ago I received a call from a DERIVE User who claimed not to find the correct roots of a
transcendental equation:

_sin(x)
—

Ix
— 0
> cos(x)

He gave me some of the approximated roots and at first I tried the 77-92 and 77-92+ to check the solu-
tions. And I was also surprised, because it didn't work in the expected way.

The first screen shows Mode APPROXIMATE. We receive
some roots — but between 86.39 and 7.81 seems to be
much space for more roots ...

®solve(l.5 % cos(x)— .5 -sin(x) = 0., x) ) . ) )

47.8113 or x=4.6407 or x=0.0000 or b and indeed the 77 gives a friendly warning:

EnSoluve(l.5 x-cos(x) ~ .3 -sin(x) = 0., x) " . i "
o.0000 "More solutions may exist

»x=86_389939518892 or x=7.8113.

MAIN RAD_APPROA FUNC X/ 2

nsolve was completely dissatisfying.

The "ordinary" 77 showed the same results — but without
the warning. So the PLUS justifies the higher price in
more politeness, but not in better results (performing this
task, of course).

|

ero
XCt1.3242 | :1.000e-14
AN EAD_APPEOR FURT

I inspected the graph and found immediately at least two more solutions with + 1.3242,

Then I switched to the EXACT Mode and only giving one additional restriction using the with-
operator I could urge the 77 to show the expected value — but only one.

[ﬁ. T 34 ‘[rsz r-«vT FS T FE™ T ] [?1 T Fer Trsz FG T FS T F6v T ‘l
va Algebral|Calc|Other|PrgmI0iClean Up va RAlgebralCalc Dt,h;r PrgmI0[Clean Up
" nSolve(l.5-x-cos(x) - .S5-sin(x)=0.,x) SinCx)
9. OEE 'zeros[i.s-x-costx)———z—',
Bsolue(l.5 x cos(®) = .0 -5in(x)=0.,x%) {-86.3899 -7.3113 -4.6407 0.0080 §
3k cos(x) - sin(x) =0 sintx)
-, : . ~ -—— ., Y
®solve(l.5 - x-cos(x) = .5 sin(x=0.,3) - Ze"°5[1-5'f‘~ cos(x) z ‘] 3
4<=7.8113 or x=4.6407 or x=0.0000 cp o
) - f1.5 % 5y = SANCRD
®ue(l.5 % cosix) - .5 -5in(x) =8, ,%) | x > O Zzeros| 1.d-x-costx) 7 %
1.3242 {-856.38%9 -7V.8113 -4.6407 0.0000 )
...ros(i.S*X*cos(x)—sin(x)/ﬁ,x)
MAIN RAL EXACT FUNC &/20 Karnind: More selutions may ¢xisk

Full of hope I turned on the computer and launched DERIVE. The output describes exactly how I de-
veloped a function to return hopefully all solutions of most of the equations, which do not have exact
solutions — I must admit that didn’t consider "pathological" equations.
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SIN(x)
mysolutions j1.5-x-COS{x} - ————;———, x. —28,. 28, 1| = [-17.25944898,. -14.11355337,

-18.96518448, -7.811334475, —4.64P683638, -1.324194449, @, A, 1.324194449,

4.6486836308, 7.811334475, 16.96518448, 14.11355337, 17.259448%8]

This utility function searches for roots in intervals of length 1 starting with [-20,-19] and ending with
[19,20]. T know that there can be two or even more roots in one intervall. So to go sure one could take
smaller intervals.

The DERIVE help file says, that NSOLVE and NSOLUTIONS are treating successfully polynomial
equations only:

As the examples above show, given a polynomial equation with numeric coeffi-
cients, NSOLVE and NSOLUTIONS return all the real and complex solutions to the
equation. However, for any other type of equation, NSOLVE and NSOLUTIONS
return only one solution to the equation.

SIN{x)
#2: 1.5-%x-CO8{x} - ———— =48
2

SIN(x)
#3: SOLVE|1.5-%-COS8{x} — ——-2——— =@, x
#4: 3-%x-COS{x) — SIN{x) =8
#5: NSOLVE{3 -x-CO8{x} — SIN{x) = B, x, Real) = {(x = B)
#6: NSOLUE(3 -x-COS{x) — SIN{(x} = 8, x, 8, 18} = (x = @)
#w7: NSOLUE(3 -x-COS{x) — SIN{x) = 8, x, 1, 18) = {(x = ?.81133)
#8: NSOLUE(3 -x-COS{x) — SIN(x) =8, x, 1. 3} = = 1.32419)

- =8, x, a, a +1

{x
[ 3-x-CO8(x) SIN(x) ]
5 .

#9: UECTOR[HSOLUE a, VECTOR(k, k., 1. 13)]

#10: [x = 1.32419, false, false, x = 4.64868, false, false, x = 7.81133, false, false, x

= 18.9651]
Now | used NSOLUTIONS( ) to receive only the numbers:
SIN(x)
1 UECTOR[NSOLUTIONS 1.5-x-COS{x} - — 8, x, a, a + 1|, a, UECTOR(k, k. 1. 10)]

#12: [[1.32419]. [1. []. [4.64868]. [1. []. ([7.81133]. [1. []. [18.2651]]

Next step to avoid the empty brackets:

SIN(x)
#13: HPPEND[UECTOR[NSOLUTIONS[1-5-x-COS(x) - ———— =08, x, a, a + 1], a, B, .... 9]]]
2
f114: [0, 1.3249194449, 4.64868363, 7.811334475]

So finally | can define a more general function to find "mysolutions™:
#15: mysolutions{equ, equ_v, start, end, step) := APPEND{UECTOR{NSOLUTIONS{(equ, equ_w,
a_, a_ + step)., a_, start, end — step, step))

SIN{x}
#16: mysolutions |1.5-x-COS{(x) - ———*5——~, x, @, 18, 8.5]| = [B. 1.32419, 4.64868, ?.81133]
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What now? What do you think?? Absolutely correct. I turned back to my 77-92 and wrote a little pro-
gram for performing the same task:
I'd like first to present the results of my efforts:

1 Fow F3v Y_ Fuv F§ 3 o T : FS [
valﬂlgebr‘a CalclUther PrngUlClean Up l Fgdea e Pr~gm10l€75. it

{-86.3899 -7.8113 -4.5407 0.00D02 § Complete result as sols in homescreen_+d

'zeros[l.S-x'cos(x)—SIQ(X),X] o3 {-7.8113  -4.6407 -1.3242 0.0008 1.3

Izeros[l.S-x-cos(x) —-SL(X),

{-86.3899 -7.8113 -4.6407 0.0000 p
Emgsolut{l.3 x-cos(x)~ .S sin(x) =0, %, “p

Done|
wSOO—5¥sinOO=0,.x,."10,.18,.1>
MAIN RAD AFFROXE FUNC 19/30 MalM RAD RFPROY FUNC 10/30
P e [A1aebralCalc)ot her PranIolc1ean UR) Fortunately I found the same output as before.
Izer‘ogli.S-x'cos(x)— S _.xJ i3

sin(x) . .
B ZEPOS[ 1.5 x cos(x) - ===, % The program is not very difficult to follow. Please not
(-86.3899 -7.2113 -4.6407 0.0000 )

SO lUbC 1.5 % OB = .5 s in(x) = 8. xs b the use of the thl_l‘d optionin tbe when — function.
. Done  In case of returning "no solution found", the system cannot
sols

46407 -1.3242 ©.0000 1.3242 4.640| decide the value of the variable and in this case the empty
sols

MAIN RAD_AFPROR FONC 11750 set {} is given back.
mysolut

(eq_,eqv_,st_,end_,step_)

Prgm

Local 1i_,sol_,sols_

{}-so0ls_

For v_,st_,end_-step_,step_

{nSolve(eq_,eqv_) |eqv_=v_ and eqv_<v_+step_}-sol_
when(sol_{1]}7220,s01_,s01_,{})-»sol1_

augment (sols_,sol_)-»sols_

EndFor

sols_-sols

Disp "Complete result as sols in homescreen

disp"
Disp sols_
EndPrgm

Not many days after we had a seminar in the frame of our nation wide 4™ ACDCA project. (Austrian
Center of Didactics of Computer Algebra). One group is working on a special selection of CAS-bound
assessment examples. They came across a simple trigonometric equation, and they also faced unex-
pected outcomes of their 77s. But in this case the equation has an exact solution.

5cos(x) = 6sin(x) —1

] RlgebralCalclother|PramIolciean up This is what the 77-92+ did. So we expect solutions with

a period of 27,

" 20luelS Cos(x) =6 Sintx) - 1, X) Inspecting the intersection points of the two trig func-
X=Z-Bn2 m+ 5ind[%J +tantcSse) tlons we are surprised to find two families of solutions:

Esolve(S-cos(x) =6 -sin(x)—1,x) . . .
x = 6.2632-0n3 +.2231) 3.71 cannot be obtained from the general solution given

lue S¥cos Oxo)=bksinCx)—1_x> by the calculator!
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|t ace RearaphMathlor < ¢ | || Rewriting the function gives less and more solutions. Only
pressing [ENTER] in EXACT Mode delivers no answer at all.

~ Approximating the solving process gives an uncomplete
{\ /X\ r ?"-.1 \'-.L\ m i/ list of solutions.
1¥¥ection\¥/ / \B</ What to do?? Any 1dea??
yci ~4,2193

HC3 3. FOP3
MAIM AN AFFROR FUME

H“-\-_J

e a] sebr-alcalc|other Pran1o[Clean Up First of all you could use your knowledge of substituting
" solvelS eost0 = B I e ania + 1 =g Tor cos x =4/1—sin(x)* and then solving the quadratic

B soluve(S-cos(x) =6 sin(x)+1=0,x)
X =28.2407 or x=7.1063 or x=3.7073 ¢

® mysolut(S-cosix)=6-sin(x)— 1,x, -10, 1(k
Done

equation ......

"sols Secondly you could use mysolut (). But this will not

434 -5.4601 -2.5752 .8231 3.7079 M| Jead to the general solution as desired in this case.

sols . .
(AN FAD ERACT FINC 8750 Show your competence using the device!

e fetraleatelot her|Prantofciemy up] || You might remember that solving trig equations often

o8F  o.946U0T  -Z.D792 L9L31 S./Urd 1 H :
e 001 Leohen. contur o 6. 2int = 1) needs some tricks, so let the 77 show its tricks.
S-cos(x)=6-sin(x) -1

" tCollect(5 cos(x) -6 -sin(x)+ 1 =0) i ion'
T sintn o tani(sren = 0 Use tColTect to rewrite the equation!

wsolue(l - [B1 sin(x - tani(S-60 =0, x)
X=2-En3-m- sin'i[siil] +tan1(S/6) +n ork

(O /60+n or x=2¥BnS¥ma+sini{SC.
MAIN RAD EXACT FUMC 11/30

You immediately are offered another — simpler ?7? — form.

But obviously the 77 likes this form, and indeed if you would inspect it closer you would see that in
this equation only the sin-function is remaining. The rest is mere child’s play for the calculator and
we finally receive both families of solutions.

I could not convince DERIVE to unhide the general solution of this equation:

#25: SOLVE(S-COS{t)y = 6-SIN{t} — 1, t. Real)}

4-J15 - 11 n 5 4-J15 + 11
#26: t = RTHN[-—-—-——-] *+ — v t = - RTFIN[————] vt =~
119 4 119
[ 4-J15 + 11 ] I-m
ATAN -
119 4

#27: t = -5.460885 v t = -2.57524 v t = @.823127
#28: mysolutions(5-COS¢{t) — 6 -SIN(t) + 1 =98, t. -16, 18, 1}
#29: [-8.85842, -5.46085, —2.57524, 0.823127, 3.78794. 7.18631, 2.99112]

Who of you can?

Patrick West [eDUG discussion list] discovered a useful source for a bundle of TI-92 programs:

http://www.math.armstrong.edu/ti92/
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The minimum safety distance of cyclists on busy roads

Karl-Heinz Keunecke, Kiel, Germany

Introduction

With the CBL and CBR it is possible to determine and digitally record physical,
chemical, and biological measurements. The parameter, number, and time interval
of measurements etc. can be transmitted to the devices by graphical calculators.
The calculators can also display results and further analyse data. It is also possible
to determine measurements outside the physics lab in the ,real world* of school
children as the devices are small and require no additional power supply. Here is
an example relevant to the school environment:

What is the minimum distance a cyclist can ride behind a vehicle in safety?

The following facts will be investigated and determined in a series of physical experiments:

1. Brake acceleration of the cyclist, using the ultrasonic ranger (CBR).
2. Brake acceleration of the vehicle, using the acceleration sensor and the CBL.
3. Reaction time of the cyclist.

Using the results of the experiments the stopping distances of the car and the cyclist as a function of
the initial speed can be determined. The relationship between minimum safety distance and the speed
of both vehicles will then be displayed on the calculators using both graphs and tables.

1 Brake acceleration of cyclists, using the ultrasonic ranger CBR.

Before students can start with observations they have to be introduced to the use of the TI-xx software
ranger() and then they have to learn to measure distances by means of an ultrasonic ranger.

Two points are important:

e The radius of action is restricted to 6 — 8m because echos from farer are too weak to be de-
tected.

» The sensor — fixed on the bike like a front lamp - sends out short ultrasonic pulses at a con-
stant rate when the bike is moving towards the wall. In the period between the emission of
sound echos are received from objects which are hit by the sound beam. Because of the transi-
tion time of the sound signal from the sensor to the object and back again, the repetition rate
and the distance of the object are interdependend.

After this introduction the question may be asked to the class:
"Which distance do you need to stop your cycle?*

Then the pupils can start their observations and investigations in the school yard. It takes time before
students get results which show the braking phase correctly. (From my experience the most reliable
data are received when the CBR is fixed on the cycle and the distance to a wall or a big object is
measured.) Back in the classroom the students present and explain their data to each other using the
View Screen.

The observation period was 5s — 10s. The brake time is between 1s and 2s. It makes the the discus-
sion easier when only this period is displayed on the screen. The results could look like figure 1 and
figure 2.
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F1 T F2v T 2 T Z T FEw I 6™ TF? T ] I FE~ YF7
- E Zoom|Trace|ReGraph|Math|Draw|~ f - f— Zoon Trace ReBr*aph Mat,h Draw|~
DM P1 (HS) PI~
xc 0, 000 uc:0. b0l T(s) xC3:0.000 Jc: . 000 T(s)
USE €314 OR TYPE + [ESCI=CANCEL USE €311 OR TYPE + (ESCIZCANCEL
Figure 1 Figure 2
Distance of the cycle to the wall during braking phase Velocity of the cycle to the wall during braking phase

Students are rather used to displacement-time-diagrams where motion starts at the origin of the co-
ordinate system. This can be achieved by an appropriate co-ordinate transformation. The data are
stored in the lists 12 (displacement), 13 (velocity) and 14 (acceleration). The list operations

max(12)-12-12, -13-13, -14-514

gives the displays shown in figures 3 and 4.

e ] T e
(FLw) ]‘ I T I ]’ Tf ‘[ ] Fzv F6+
v Zoom Tr‘ac,e ReGraph Mat,h Draw - f v {— ZO0M Trace ReBraph Math Draw|~

GG Pl UCH-SY P

xc:0, 000 Jcis. 447 T(s) Ii.&=9.013 yciB.000 . T(s),
USE €314 OR TYPE + [ESCI=CANCEL USE €314 UK TYPE + TESCI=CANCEL
Figure 3 Figure 4
Distance df?) of the cyclist from the wall Speed v() of the cyclist

From these displays one can see that the the cyclist rides first at a constant speed. When he starts to
brake the velocity decreases nearly linearly. The slope is then the acceleration. By means of the trace
option two points are read from figure 2 and used for calculating the acceleration

| 2,7432-12762 1372 1
©0,0295—3,499s ~ T M

In order to calculate the distance which a cyclist needs to stop from a given speed vy, a relation be-

tween the displacement and the acceleration is required. The displacement and velocity expressed as
functions of time are

t =2y 2
s(t) = v, > (2)

v(t)=v,—at (3)
Braking begins at /=0 and ends when v=0. Hence it takes the time 7, = L to stop. Substituted in
equation (2) the braking distance is yielded:

_s =y 0 4V _ Yo
s(t,) =5, =V, a4 Y @)
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B i Fzw Fawr 7 B
I ISet,uJ & i big- ;, T I Fanalineg P - {— Z200M Tr*ac,e ReGr*aph Mat,h Di~aw |~
Z
. 2862 ? 532 Bremsweg in m

0. 1.1448[3.3502 15

5.  |2.5758)5.4546

20, 14.5793|7.8452 "

75, [7.1551|10.522

30, 0. 303|13. 455|

35. 4.024[16. 734 5 . .
40. 8.317]20. 27 v in kmsh
=5 _ 75 19 20 25 38 35
TAGUMG RAD AFPROZ FUNC HMAIN RAD EXACT FLNC

Figure 5 Figure 6

= initial speeds, y, ~ braking distances,
y» =~ safety distances

Braking distance versus intitial speed

Students should calculate braking distances for realistic speeds of cyclists from 104 t0 3042 This

can be done in a table (figure. 5) or a graphical display (figure 6). It is very important to point out the
quadratic relation between distance and initial speed. Students should learn from these experiments
that doubling speed results in multiplying the braking distance by 4 — and hopefully will make conclu-
sions for their own behaviour in traffic now and in the future not only using a bike.

2 Brake aceleration of a car with ABS.

1 Fev FEv Y _FGv
va Zoom Trﬂac,e ReGraph Math|Draw|~

TIME

- wcid, 84992
USE €313 OR TYPE » [ESCI=CANCEL

yct -1.4312

Figure 7
Acceleration of a car which is first speeded up to 50kmh™!
and then stopped

1 F2v | F3 FSv | _TEY B3
v ;E Zoom|Trace ReGr*aph Math|Drawl+ /

‘ACC

rrm/e

PHYSIK ERD AFFROR FUNC

Figure 8
Brake acceleration

The brake acceleration of a motor car can be
measured directly by an acceleration sensor with a
range of £5g. In an empty schoolyard the car was
speeded up to 50£% and then stopped as quick as
possible. The result is shown in figure 7. A posi-
tive acceleration is seen as long as the car speeded
up. During the braking phase the acceleration is
negative. It varies around a constant value. This
can be seen from figure 8 where only the braking
phase is displayed. In figure 9 the mean accelera-
tion and the standard deviation are calculated:

a=09+16)%. (5)

Using equation (4) the braking distance of a car
can be determined.

STAT VARS

I ¥ =-9.06245¢5
TR SR

= KE B -
2 9.7 Sx =1,562468
3 2.7| nStat  =41.
4 9. 8] minX =-11,71€3
=1 9. 8] al --IE] 3849
5 3.9 medStat,v
7 9,9 (Enter=0K

=N
cZ=12
FHTSIK RAD_AFFROA FUNC
Figure 9

Calculation of the mean acceleration
during the brake phase



p30 ACDC (¢ Milton’s Problems D-N-L#44

3 Safety distance of cyclists.
Now the the teacher may ask the question:
What is the minimum distance a cyclist can ride behind a vehicle in safety?

Because the car can stop faster then a cyclist he has to
e T B R ER keep a distance between both. The minimum safety dis-
| 1Safety Disances of Cyclists / | tance results from the braking distances of the car and the

1h e
S I e /’M || cyclist and the reaction time of the cyclist:
_qf/ b2 1 .
e e - e s T . e e In't' lspeedA
N ol BRSO B 12?21|a|&m'/h3£1 a’=voz‘rm,+L —_— (6)
¥ 1. .. 10 - - - ia L. 30 2 acyc acar
PHYSIK RAD APPROR FUNC
Figure 10

Safety distance versus initial speed

The safety distances are drawn in figure 10, where the reaction time is assumed to be lsecond. It

shows that students have to keep a safety distance of 4m at a speed of 1042 to 15m at 304 .

Milton’ s Problems

As | have mentioned in my Letter of the Editor | had the opportunity to visit Colombia in July. Milton
Lesmes from the Distrital University of Bogota took care of me and | enjoyed his hospitality for one
week. We had a lot of mathematical discussions and Milton posed some problems and asked how to
perform them in DERIVE. | had my notebook with me — as ever — and in the late evenings | sat in my
wonderful suite, 11" floor with a marvellous sight to the campus of Javeriana Universidad and tried to
find the DERIVES answers. Josef

Problem 1 (as Milton posed it to me)

Localizar en el cuadrado [0,1]x[0,1] del plano, en coordenadas rectangulares, todas las parejas de nimeros
racionales (p/k,q/k) con denominadores 1 < k <r.

We want to put the pairs of all rational numbers up to a chosen denominator on the set [0,1]x]0,1] of
the plane,. We want to investigate the possible patterns appearing.

q
fr(r) =VECTOR[VECTOR —_ —|, p, O, r],q, 0, r]
r r
1 ] 2 ]
8 — a —
8 8] 3 3 8 1]
1 1 1 1 2 1
— 8 _ _ — — 1
3 3 3 3 3 3
fr(3) = . . P
2 2 1 2 2 2
— 9 _ — _— — — 1
3 3 3 3 3 3
1 8 | 1 2 1 1 ]
1 — i —
| 3 3

On the next page you can find the visualization of fr(4) and fr(5) and their superimposing.

(*) ACDC  Amazing Corner of DERIVERS Curiosity was founded by Alfonso Poblacion, Spain who has been
main contributor for this column. It’s is nice that Milton — also Spanish speaking but from another continent —
continues with his problems.
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Pooos e
LT it

It is a pity that you cannot see the pattern in colours. Then use the powerful VECTOR command to
automate the superimposing procedure. You can experiment with increasing values for r.

VECTOR{fr(r), r, 1, 10) VECTOR(fr{r), r, 1, 20)
'-_ '-_ '-_'- :.'_.'_-' _-‘ !
q
fr2(r) := VECTOR VECTOR( Y —1i, p, 0, 2 r], q, 0, 2-r
r r

VECTOR(fr2(r), r, 1, 20)

Or you can produce copies of your pattern and produce |
anice tiling.

Next question: What happens changing the mapping?
Do you have any idea how the pattern will change
squaring the denominator?

p q

frr{r) := UECTOR|UECTOR [————, ————]. p- 8
2 2
r o

UECTOR{(frr{r}, »,. 1. 18)
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05 . . I missed three points in the screen shot.
' Which ones?
+ Problem 2

Find a function, which puts the digits of
an integer into reverse order, eg

Coe e T f(123) =321
e f(420) = 024 =24
Soewnie e . f(1000) = 0001 = 1
it m-;-_:;-- .

seda L
B 0.5

Ok, that was it. I got back to my room with specatucalr view and began:

Looks nice, but doesn’t work, because the
results are strings, which you can immediately

rev(x) := REUERSE(STRING(x}} see copying the expressions ip the edit line and
observing the quotes, or trying to perform a

rev(123) = 321 calculation:

rev(1@8@) = ABB1
rev{2808) -rev{d4@y = BBA2 -B4

I'didn’t find an easier way as doing the following:
CODES_IO_NRME(NHHE_IO_CODES(3211)) =

DIM{rev{x)> — 1 i
reuf {x) := B CODES_TO_NAME{MNAME_TO_CODES { {rev(x)}) »)-18
i=@ DIM{rev{x}y — i

revf {(321) = 123
revf {2080A) -revf (48) =

and finally I wanted to the graph of my revf-function for the first 500 and for the first 1500 integers:
TABLE (revf(x), x, 1, 500). (Points first Not Connected and then Connected).

1606 )
980 e I
s00 T

780
688

500

=
.
a
n
.

400 R

300 I s * et '

280 498 6P 8@ 1@812814916@18.29.22@2432632803@@32.34336338348042@44046348850.
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18606
988
880
a0
688
50808

488

308

2868

S

20 48 60 S0 190120 140 160 180 2006 228 248 260 280 360 3260 346 360 3186 400 420 440 460 480 500

TZEM“ e N Problem 3
124060 e ; Start with any number, say 128 and form the following
12908 e e sequence:
12000 sl e 1?+22 +8 =69
11808 BN 6° +9* =117
11600 R PP +1*+7" =51
11400 R
----- +
11288 . e = "7 T
et - Then you will end either with 1, 1, 1, ... or with a loop
..1% e starting with 16: 16, 37, 58, 89, 145. 42. 20, 4, 16, ...
AT T gl P o P S
(W A AN How can you do this with DERIVE?
t N - This was a very welcome opportunity to practise my pro-
..... gramming skills in DERIVE again using the new features
A c N of manipulating with strings.

499 2 SPP 1200 1680

2
next_nr{x_) == E{UECTOR{CODES_TO_MAME{k) . k. NAME_TO_CODES{x_3}}>
next_nr{128) = b?
next_nr{6?) = 117

sixteen{n, seq. nn_. k_, kk_ ) ==
Prog
seq == [n]
nn_ :=n

=16 v nn_ = 1 exit

kk_ == E{UECTOR(CODES_TO_NAME(k_>"2, k_,. NAME_TO_CODES{nn_)}))
seq == ﬂEPEND{seq, [kk_1>»

nn_ ==k

RETURN seq

next nr (x_) was only a test to find the "formula" for the core activity.
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sixteen{128) = [128. 69, 117, 51, 26, 48, 16]
sixteen{345) = [345, 50, 25. 29, 85, 8%, 145, 42, 28. 4. 16]
sixteen{18@1) = [16681,. 2, 4. 16]
sixteen{108808) = [1D00608, 1]

You will imagine what is the next question to be answered: Is the conjecture true for a larger set of
numbers and how long are the sequences until they run into the loop?

UECTOR(DIM(sixteen{k}). k. 101. 2608)

[4. 11. 3, 12, 4, 9. 11, 11, 5, 4, 14, 16, 5, 12, 13, 18. 5. 14, 168, 11, 16, 13, 13,
12, 14, 13, 14, 7, 4, 3, 5, 13, 6. 4, 12, 11, 11, 12, 6, 12, 12, 12, 4. 13, 5. 12,
14, 12, 7, 4. 13, 14, 12, 5, 5, 4, 13, 13, 12, 9, 18, 13, 11, 12, 4. 2. 4, 5. 15,
11, 5, 14, 11, 14, 13, 4, 15, 13. 6, 11, 14, 7, 12, 12, 13, 5, 13, 5, 13, 5. 18,
4, 6, 7. 12, 15, 6, 13, 12, 3]

And finally I produced a plot of number versus length of the sequence for the first 10000 numbers
receiving a chaotic pattern. It seems that we are not exceeding 17 elements until reaching 16 or 1.

TABLE(DIM({sixteen(k)), k. 1. 10608}

I mmmmmn mmemn - - . M oE A EEEEE mm R mE e® N o s mmamm s ome—

)T E——— e o

ra

2000 4990 6000 8000 1ABAA

JYRI-MATTLAHOKAS@TURVA.F1
Subject: Re: Pi-guestion

I am interested to know how does Derive 5 calculate Pi's value. I am not talking about digits.
Thanks Jyri-Matti Ahokas

Hello Jyri-Matti Ahokas from Finland
Derive uses the following formula for pi that Ramanajun discovered:

pi_(n) :=4/SUM((-1) “m*(1123+21460*m) *PRODUCT (2*r-1,r,1,m) *PRODUCT (2*r-1,r,
1,2*m)/ (882" (2*m+1) *32"m*m!*3) ,m, 0,n)

Each increase in n by 1 gives about 4 more digits of accuracy.
Aloha, Albert D. Rich

4
pi_{(n) ==
m m 2-m
(1) -¢{1123 + 21463-m)~[ n 2-»-13}- 0 {2-» — 13

n r=1 r=1

E

m=8 2'm + 1 m

882 - -mt

pi_€18) = 3.141592653589793238462643383279582884197169399375108582897494
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Concerning 3D-Vectorfields and Arrows
Ludvig Strigéus & Josef

In DNL#43 page 5 I gave a presentation of a 3D-vectorfield. But a vector without an arrowhead isn'ta
vector! Ludvig Strigéus, a gifted Student of David Sjéstrand (Elof Lindilvs Gymmasium in Kungs-
backa, Sweden) produced a function to show also the arrowheads for three dimensioned vectorfields.
He sent a mail together with the DERIVE-file vectorfield3 . mth.

But I also promised to work further to make my vectors arrowheaded, and almost at the same time I
had my arrows ready. I accomplished my v_field.mth from DNL#43.

You can compare our both results.

First the student:

z
UECTORFIELD3[—4, 4, 2, 4. 4, 2, -4, 4, 2, x, vy, —/. X. Y, 2z
2

b X

2 2 2 ° 2 2 2 °

UECTORFIELD3 [—4, 4, 1, -4. 4, 1, 4. 4. 1. -
N{x + ¢y +2z) J{x + ¢y + 2z )

8, x. y. zl

g 1

And then my result (the last argument is the length of the barbs):

z
Uec3_arr2[[x, -y, —5—], -4, 4,2, -4, 4, 2, -4, 4, 2, B.S]

[x. yv. z]

2 2 2
Jix +y + 2z )
3

Uec3_arr2[ , 4, 4. 1. -4, 4, 1, -4, 4, 1. B.S]

NotationDigits ==
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And then I found a mail from Nurit Zehavi in my mailbox conceming Sergey Birjukow s tool to pro-
duce 2D-arrows and Albert Rich’s reaction.

Dear Josef,

Many thanks for editing so nicely our paper for DNL.

| am glad you used Birjukow's tool for plotting arrows in the last DNL issue. | am currently producing
Derive-based activities for teaching Vectors in high school. | found the file from 1994 and copied three
lines, and the credit line of course, and it is giuite nice to see the arrows. Il ask Al and Theresa to con-
sider including it in the utility file graphic.mth.

Dear Nurit,

In response to your "wish" for an Arrows package for Derive 5, | sent Biryukov's arrows.dfw file to our
Derive plotting expert, Peter Schofield.

He liked the idea so much that he extended its capabilities, and turned it into a full-fledged package for
the Derive 5 Users directory. It is attached. Please let me know if you have any comments or sugges-
tions.

Aloha, Albert

I add two examples (one in the plane and one in space) using Peter Schofield’s utility
ARROWS.MTH which will be included in the next update of the User Package. You can find it on
the diskette of the year.
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In this DNL you can find a contribution applying a tool for finding a family of solutions of an intersection
problem. As this is a very common problem, 1'd like to give an extra note how to use DERIVE s func-
tionality to tackle this task. The question was:

I"d like to find the intersection points of a family of lines with the upper half of an ellipse.
And Id prefer to have all intersection points as the result of only one calculation so that [
can refer to this set of points as a whole in the next calculation steps. The problem is:

2
4-J(25 - x )
5

N3 -x
[y =d3-x - 2-x + 343 -6, y=-—- = N3, y=-x-3, y=—-4dF3-x - 33, y = -

B-x-2x-3-43 -6, y=o, y=-0 y=J3-x+2-x+ 343 +6, y=43-x+ 3-J3,

V3 -x
3

y=x+3,y-= + J3. v

—N3-x + 2-x - 343 + 6]

I tried a not very satisfying way, squaring the equations and solving for x, receiving two
solutions, rejecting one, ....

Try this:
2
4-J(25 — x )
ellipse :=y =
5
J3 -x
gs == |y = d3-x — 2% * 343 -6, y =— 3 — 3, y=-x -3, 9y=-4J3-x-3-J3,
y==—\3-x-2x-3-43 -6, y=w, y=-w y=y3'x+2-x+3J3 +6, y=1I3x+
3 -x
3-J3,y=x+3,y=-——3—+43,y=—¢3~x+2-x—3-¢3+6

gs_new = SELECT{RHS{k) < « A RHS{k) > ~o, k, gs)

xvals{curve, fam) = UECTOR(RHS{SOLVE(RHS(k_)» = RHS(curved. x33, k_, fam)
intspts(curve, fam) := UECTOR{[k_. SUBST(RHS(curve), x. k_)]1. k_. xwals{curve, fam))
intspts{ellipse. gs_new)

—4.95685 8.524337 |
-4.82367 1.85289%
-4.58878 1.58878
-4.23076 2.13175
-3.71689 2.67548
-2.81951 3.65928
—0.714285 3.95897
8.930172 3.93817
2.76887 3.33066
4.35165 1.96286 |
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Some Experiences of TI-89/92ers

The Fibonacci-Sequence explicitly on the TI

reported

by Klaus Sibum, Gifhorn,

Germany

We wanted to check the explicit formula for the Fibonacci Sequence and one colleague came across
this strange behaviour of our TI-92+ (OS 2.05). All efforts to use the formula result in the error mes-
sage Non-real result. Butas you can see it is no problem to define the function and then ask for a
special function value. We are also unable to work in the sequence editor.

By the way, there are no problems

with DERIVE!

1 (54 F3w Fyv F§ F&
- E]ﬂlgebr‘a Calc|Other|Prami0 Clear: Up

Ex [ rz-‘7 sz'T_F'c T FE T rsv_T‘
va Algebral|Calc Oth;r‘ PrgmI0fClean Up

Non-real resul

Error:

1-I5

1+F] [___

In=1 1

(5555
5
1

+ fiiny

J)- o[ 55

Error: Non-real resul

Oot

+
2

I5

= expand[[

(=) 58]
2 B e
[1+J‘ 1-13]”

_5]"_[_

2 2

" In=2

. |n=3 2

n
N
CCJ (5)*1)*n/2"n {531 n*(",
MRIN

((J’(S )+1 )"n/2"n JGBO-1>*n*,

SEQ 1515

SEQ _14-993

¢5>+1 )"n/2*n AEho-1 ) n¥x(,

[

EXACT SEQ 15799

[ E2h1 debralcaiclotherPrantolciean up] | [ ERlpLocbralcarclotherlProntolciacy U] | (el
L expand[[ ! ;E]n] M [Lﬁ]n _[L‘_ﬁ]n 1= Jn
" " 2 | ._er_zlr.ﬁy 13 -expand[[ ] ] on
-expand[[%g-] ] '[E—lin—(—lj [14._5]”_[1;5]“ .(E*-l)n _Is-"-yn
)" (3o " S - i z|l) i —

((J'(S 2+1 >3*n/24n—CJ(5 )—1)“n*(“.

SEQ 14753

L(J(5)+1)"n/2"n JI¢5>—1 ) n¥(".

ERZACT SEQ 14,793

LI(:_J(S )+1)"n/2"n — 51 (",

wl’ SEQ 1/44 |

How to overcome this problem:

Problems like this happen very often in class and in the very first moment one might not have any idea,
what’s wrong? The secret lies — how very often — in an inappropriate setting of the Complex Format
in the Mode-Screen. In this formula one faces a power of a negative base which can be a complex
number — if n is not an integer. Additionally I'd recommend to work in RADI AN-Mode.

f z [ ]‘ T ] FE & =
- f— ngrebr‘a Calc Dther PrngG Clean Up ] f—I|Setup|is} i fris = — nnnm:
x ”U : 243J T ‘1‘1 [Page I]F'aghe 2|Page 3]
-+ f Donell=~ = GraPheescese e SEQUENCE"
E o B P 1. Curﬁent Folder. i
. £10) 5 3 g DlsTlau Digits. EIXIZ':_)
® expand(£{n)) 5 5 Exponér.ﬂ:l-éi For‘mat NORMAL »
(5 10" costnm (B~ 1)) 58 sintn JE——5% GeEtr Fonnat 1o : KECHANGULAR:
= - 2intnry i * Pretty Print..a.i. ON3
32 2 (Ent=r=SAVE) CESC=CRANCEL >
expandCF{n>> wl (ny=Ffdn)| o CHHCEL) )

FUNC 3/30

MAIK R&D ALTO

KAD AUTO

SEC

[ Lo o ) or i s L |
USE € AWD > TO OFEN CROICES

1 Fzv r3vT Faw ]’ B ‘I’ FET T
E; alﬂlgebraTCalc Other|Frgnl0|Clean Ugp j

20
5
-[2

accepted.

0"}

(5
S

{1 =0 (4=

Josef

A2 n—-({1— J(S))/2)"n)/(J(5))I

MH|N RAD AUTO

| switch back to the Complex Format REAL and now |
have no problems with the formula containing two positive
bases of the powers, but the Fibonacci-formula again is not
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Surprising Results with the Normal Distribution
reported by Tania Koller, St.Poelten, Austria

Working in class we came across a strange behaviour of the T1-89/92/92+ family dealing with the
normal distribution applying the features of the Graph-Window.

T Fev - - FS {34 1 Few V_F3 3 B
viwfﬂlﬂlgré-bra\[cglclﬂtf}:er F'r‘ngOIClean Upl ] v a Zoom[Trace Regr‘aph Math Draw|~ /
82
1 102 [ == ”]
B * gauss(i, o, X}
o-l2'm

Done|

B gauss(2, . 107872, x) + yl(x) Dane

" gauss(2.04,.02132, x) > y2(x) Dane

dauss (2.04..02132 %3292 GO

FAD_AUTO SEG 3730 RN FAD AUTH FUNC
T ]’ fov T Fiv T ad T TS T TE ‘[ ] s you can easily foll e tackle a ve I -
E'E Algebralcalc|other Praniolclean Up i y y f oww . avery co on prob
) 12 [ N ]" ability theory task in a numerical way first and then we
T . . . .

oy s * gauss(n, 0,3) want to visualize the numerical results by plotting the den-
Done . . . . .

= causs(2, . 167672, 3) + w0 Dore 51t¥ functions and inspecting the respective areas under

" gauss(2.04, . 02132, %) > y2(x) Done| their graphs.

" nInt(ul(x), %, 1.9,2.1) . 6460865

B nInt{u2(x),x,1.9,2.1) . 997556

| M RAD AUTD FUNC 5750

1 Fer Y_f3 FS» Y _F&~ [F7
E Zoom|Trace Regraph MathiDraw]~

[

MalN RAD AUTO FUNC MAIN RAD AUTD FUMC

1 F2¥v F3 F4 F5v Y F&v YF7 B
[FVEIZOONITPECEIREQPEPH Mat.h'Dr~aw|v fy l

We all were very surprised to receive the answer 0 for one
of the areas. We changed the Window-values to enlarge
the area, but the TI insisted in making the area = 0???

Any explanation for this strange behaviour? How can we
trust in the future in the device’s answers at similar occa-
sions?

Doing quite the same on the TI-83, we have no problems to find the correct answer numerically and
graphically as well, as the screenshots given below are showing:

ACIFy Flokz Flots fnlnt(Y1.%¥,1.9,2
xV151f(E BZ132%J|].12
2 k™ = Sk [ x « IIVSS55883
—2.84)£ 82132)“2
W=
W=
“Wy= JFCx)dyx=987E55E]
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Take Care working with Piecewise Defined Functions
reported by Thomas Himmelbauer, Vienna, Austria

At the occasion of the last ACDCA-Seminar we worked out a collection of sample assessment exam-
ples for using technology in maths education. (There is a special project group which focuses on this

objective, which you met on page 25).

And there we came across another strange behaviour working with piecewise defined functions using
them in the DATA-Editor. Follow the screen shots, please:

v i homlEdit | v [R11]stot el s | A

FLOTS
Plot 1:

| 2
at=] XTax< 0
ute] 3%, %45 olee
4 “3'x+30,else’
g2

HMAIN RAD EXACT FUNC

1 Fe F3 FY4 FS Fer F?
P 1ot Setup|Cell Henmer|calc|Ut 1 |Stat

DATR {x-wal |pert
cl c3 cd cS

1 35 90
2 -4 84
3 s 8
4 "2 72
S -1 &6
[ 6] 60
7 1 54
c2=2%y] (c1)
HAIN KAD ERACT FONC
1 2 Y _F3. (Fq YFSvY_FBv B
va ZFnom Edit} ~|All Stglewi-'s :-:zn j
&FLOTE
Plot {?:

=] X%,%<0
ul= (3-%,x<5 elee

-3 x+30,else’ """

y2=, ><2,>-<< o

Sl Iw,x{3 cilze

15,else *°°7

g3
w3 (o=
HMAIN RAD EXACT FLUNLC

1 Fe F3 FY4 F5 FEv F?
w2 lF1ot Setup|CEllHebder ool c|Ube 5t at

DATR [x—ual [perf
cl c2 c4 cS5

1 -5 L] 30

2 -4 84

3 -3 i

4 -2 72

=) -1 &6

6 o 60

7 1 54

c3=2%¥y2{cl)

MAIN RAD EXACT FUNC

1 T Fev T 3 wa TFSVT 34 S
[};a Z-:yzu:\n Edit| v|A1l{Stylel: s T ]
FLOTE
L1 -3 %+ 30, else’ ¥=
><2,><< 3
JI-%,x< 3
13,else

(

,else

2%~ E,elae’EISe

MAIN RHD EXACT FUNC

viﬂligzgmlTﬁéce Rearaphlnthloraw|« ¢ [

\ /‘/\\

HMRIK KAD ERZACT FUML

N

The graph looks quite good, and it is ok.
But the values in column 2 should show the double func-
tion values. One glance will say us, that 2*y1(0) cannot be

60!! So this is wrong!!

Take another example which is much more interesting:

MAIN RAD ERACT FUNC

In this case we are not even tempted to believe the TI's
output, because we are only delivered one result — which
is also wrong!!).

We made some other attempts and could not find either
satisfying results nor the underlying “rules”!

E@lzggmhrfgce Re;:‘aph M\FastThID:*s;u v? ‘;?T

\ .
AP

MAIN RAD EXACT FUNC




D-N-Li#44 Some Experiences of TI-89/92ers p4l

1 (F Fz & FS ) F6¥ )_F7 G Fev Y_Fz F4 (FSY_F6¥ . &
- P10t Setup|cell [Hebter[ohlc]uti [stat [ S Poan|edie| v [Fillstatel: fs | ]
DATR |x—val |perfl |perfZ |perfd [pertd 4PLOTS I

cl c? 3 cd (15, else °
T [5__90 150 56|30 = %2,x <2
z [2 54 32 |56 #5 a,x< 6 else
3 = 72 -28 30 %x—s,else’
4 [ Tv2 ~24 (30 %2,%¢ 8
s [T Tee 20|30 W= F3k ¢S
& 0 60 ) 30 15+G-x,else’else
7 i S4 -12 3u ‘
cH=2%wyd(cl> uh (x>=2%91 (GO
MAIN RAD EXRACT FUNC MalM RAD ERACT FURC

As | made a very similar experience preparing my presentation for the Klagenfurt Conference —
extending the “From Pole to Pole” — contribution from DNL#41 — | sent a mail to David Stoutemyer
asking for an advice how to overcome this obstacle. This was his answer:

Dear Josef,
! have verified the behavior that you observed and eliminated several possible causes, but it will
take me awhile to identify the cause.

Thanks for sending the example. We always want to know about such things.
-- aloha, David

...and some hours later there was another message in my mailbox:

Hi Josef,
The cause of the behavior is:

a)  DERIVE simplifies expressions such as [-1, 0] <=0 to [-]1 <=0, 0 <= 0], which simplifies to
[true, true] when it is the predicate of a DERIVE IF statement; whereas

b)  the TI-89 and TI-92+ simplify expressions such as {-1, 0} <= 0 to false, so the WHEN statement ta-
kes the x"2 branch rather than the x"2/8 branch.

In this case the DERIVE approach is more useful. However, there are cases where it is impor-

tant to decide that a list is never comparable to a scalar -- particularly in programming applica-
tions.

To do this application for lists, you could write a multi-line function that iterates the existing
xcol(...) over the elements of a list.

! hope this helps.

| was not very happy with this advice, because it was my intention to specially use the “spreadsheet
like” approach in the whole paper and not to change the method for the very last step. As the problem
lies in treating the whole list incorrectly, so let’s leave the list and address the single elements of the
lists. And this is the solution of the problem — not very elegant, but it works in any case:

Set up a new list, using the sequence-command, and address the elements by their numbers written
between brackets. The entry line could read:

c2 = seq(2*yl(cl[k]),k,1,16)

TP 1ot Setuplce1l Header ol b [chat | What | am still missing is a system variable giving the

OATR [x=u31 [Ferfl §r-{‘2 pirrs pgrm number of covered cells in column 1 to be more flexible.
cl c c c

T [5 50 50 S0 |50

g = = Sz 132 Maybe that this system variable exists, but | don’t know?

I = 15 18 1§ 15

4 [= 5 5 g &

s [ 2 2 2 2

6 [0 0 g i & Josef

7 [T 3 3 2 £

c2=2¥%seq(x1(cilkl> k. 1. 16>

MAIW RAD EXACT FUNC
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Thomas found another strange thing evaluating a simple

SuI:

He defined a cubic and wanted to perform the sum. That
seems to be no problem, but comparing the results in
EXACT-Mode approximated with the result given after
direct approximation he found a difference which seems to

be too big for being accepted??

- f-—lH 1 gebra ]Ca 1 L,|Ot.her~ Pr*ngU Cl ean Upl

+x+ 3391 lone

'sun(seq(gl(x),x 1+1/80,3 - 1-60, 2-607)

126001
360
126001
"—=zp 350.0028
" sum(seq(ulix), x, 1+ 1760,3 ~ 1760, 2/60))
346, 5257

Wl O3 w141 ,60,3-1/60,.2-603>

MAIN RAD ERACT FUNC 4/30

3 2
X D%
yl{x) == - + x + 8
8
2 2 2
UECTOR |yl¢x),. »x. 1 + . 3 - .
120 128 68
2 1266081
E|VECTOR|yl{x), x. 1 + - 3 - - =
12 128 68 360
2
E|UECTOR |vi{x}, »x. 1 + » = -
128 128

350.688277

rfx T F2v Irsz ran FS T FEv T]
- ;2 RlgebralCalc|Dther|Frgml0jClean Up

B sum(seglul(x),x, 1+ 160, 3 - 160, 2/60)0)

346.8257
2, k4 126001
. 2* ‘51[ 178 120] 360
Lkea
= Z 91[ 120 120] 350, 0028

(91 (1-2/120+k*41200, k. 1,602

RAD EXACT FLUNC 6330

Please compare with the respective DERIVE output. Finally
| tried to change the calculation order in rewriting the sum,
as given below — now | got matching results??7?

Josef

Question: How can I force DERIVE to plot the third root of x also for negative x-values?

la .
l1.5 f/ﬂ
11 .
5.
- 4 5 § 7
- l-as S

As mentioned in some cases before power functions can lead into troubles, because of possible com-
plex roots. So make sure to set the appropriate Simplification Settings:
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Declare Simplification Settings Branch

#2: Branch := Real

-4 -3 -2 -1 1 2 3 4 5

This is quite better now, but not good enough. We can see the branch of the graph even for negative x-
values, but we are paying for that with an extraordinary thick real-axis. Add another setting:

Declare Variable Domain

#3: y € Real

.-f’”_j
1~ .
18.5
5 -4 -3 -2 -1 1 2 3 4 5 &6
/J-—B.S
,//
. ._/ —1
I--”/ 1.5

And now everything is ok.

Turning to the T1, we can face the same problem and - if necessary - changing the COMPLEX FORMAT,
we find a nicely plotted root — function.
= T e e e e S
1;2 Zrozom Trfgc,e Regraph MathiDraw(~ f i{ Munz‘
Fi [ Fz
rage JPage ZTPaqe SI
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* Pretty Print...... LIHEd
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Fox T 13 5 FEw [ FE~ (F7 o e e e e ]
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Dear friends,

don’t forget to send your submission for our Conference in time. I'd like to
remind you on the deadline which is 10 February 2002.

For further information go to

www.acdca.ac.at/visit-me-2002

It is a pleasure for us to announce our
four excellent keynote speakers

Bruno Buchberger, Austria
Miguel de Guzman, Spain
Albert B Rich, USA

Hans-Georg Weigand, Germany

To accomplish the collection of pictures of the DERIVE makers in the DNL, I am happy to
present Albert D Rich, Co-Author of DERIVE, who will give a plenary talk.

Find all the DERIVE and TI-{iles on the folicwing web sites

http://www.acdca.ac.at/t3/dergroup/index.htm

http://www.bk-teachware.com/main.asp?session=375059




