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The DERIVE-NEWSLETTER is the Bulle-
tin of the DERIVE & TI-92 User Group. It 
is published at least four times a year with 
a contents of 44 pages minimum. The goals 
of the DNL are to enable the exchange of 
experiences made with DERIVE and the 
TI-92/89 as well as to create a group to 
discuss the possibilities of new methodical 
and didactical manners in teaching mathe-
matics. 
 
As many of the DERIVE Users are also 
using the TI-92/89 the DNL tries to com-
bine the applications of these modern tech-
nologies. 
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Reflections of an Organiser of the 4th International Derive-TI89/92 
Conference, Liverpool John Moores University, July 2000. 

 
There was an eerie feel to the University when the last of the delegates had left the conference.  Walk-
ing around the building, taking down the signs and notices, it felt like being on a set of a deserted town 
in a spaghetti western. I was half expecting tumbleweed to rush past me as the wind swirled around.  
After the rush of activity throughout the previous days the silence was deafening and my emotions of 
relief and exhaustion were quickly overcome with those of emptiness and sadness.  All those old and 
new friends had gone.  The party was over. 
 
Five days earlier, it was all hands to the pumps.  I entered the conference office Tuesday morning to 
find Wade and Jane Ellis, who had just flown in from the USA, stuffing information into the confer-
ence bags.  Ian Malabar was on the phone finalising the arrangements for the conference trips. Paul 
Cartwright and his team of technicians were setting up the last of the computers, projectors and TI 
view screens in all the lecture rooms. Pat and Carl Leinbach were at Lime Street Station meeting con-
ference delegates and Dave Pountney was printing the final version of the delegates list.  There were a 
few other niggling jobs that had to be done, but we were ready.  The conference rooms were set, the 
catering organised, the delegate information collated, the trips were booked.  The roller coaster had 
reached the top, it was ready to drop, I held my breath …….. 
 
The registration of delegates was hectic, every few seconds familiar faces would arrive, lots of hugs 
and handshaking.  No time to catch up on the last two years, catch you later, next delegate “Hiyaaa 
…..”.  Soon it was time for the conference opening and the first keynote lecture.  Time seemed to 
speed up as I began frantically running around, checking that every speaker was happy with the tech-
nical equipment, this manifested itself in anxiously peering through door windows, all seemed well.  
As the hum on the corridors subsided I managed to sneak in the back of Pat and Carl Leinbach’s talk 
on “Estimating time since death” only to be confronted with a picture of a dead body, Jeez I had to get 
out of there!  
 
In the evening we had a brewery trip and a Beatles magical mystery tour, all seemed to be going well.  
Thursday we had trips to AltonTowers, Chester and Liverpool with a quiz in the conference bar in the 
evening.  Friday morning started with registration again, this time for the teachers day.  The confer-
ence committee had invited local school teachers to attend the conference for the day to experience 
computer algebra at an international level.  Boy, what a busy day!  The Friday evening was, by many 
peoples accounts, the highlight of the conference, with the conference banquet and the rock band “The 
lounge lizards” (who was that little guy on keyboards and acoustic guitar?).  The evening ended with 
dancing, with the conference team really letting their hair down and Bernhard Kutzler gracing us with 
his quite magnificent dancing.  Saturday morning came with some rather sore heads! 
Conference ended at noon and people drifted away. We took down the signs; cleared the equipment 
and went to Dr Duncan’s pub for (as Karen Stoutemyer calls them) a repair beer. 
 
Without doubt the conference had been a success, made so in no small part by my great friend Carl 
Leinbach who was on sabbatical with us for the year. Carl was the real workhorse of the conference 
and who I owe a great debt of gratitude, for his experience and shear hard work during the build up 
towards the conference. 
 
Would I do it again?  We’ll I surely enjoyed it, it was hard work but very rewarding.  “Yes, but would 
you do it again?” .  Erm!!!  Not for at least ten years and only if I had Carl and Dave Pountney as my 
partners in crime. 
 
Good luck to the conference organisers of the next conference in Vienna 2002. 
Cheers 
 
 
Terence 
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A Brief History of the muMATH/DERIVE® CASs 
Albert Rich, Soft Warehouse, Honolulu, Hawaii 

On 1 January 1979, a partnership named The Soft Warehouse was founded by Albert D. Rich and 
David R. Stoutemyer.  At the time computer algebra systems (CASs) were only available on large 
mainframe computers, usually at academic institutions.  Our goal was to make computer algebra wide-
ly available to the masses on small computers (note that this was well before the term "Personal Com-
puter" had been invented). 

muMATH-79 was released in 1979 and ran on 8080 and Z80 computers with as little as 48K bytes of 
memory running CP/M, and on Radio Shack TRS-80 computers running TRS-DOS. 

muMATH-80 was released in 1980 and ran on the above computers as well as the 6502 based Apple 
II computers. 

muMATH-83 was released in 1983 and ran on the above computers as well as the 8088 based IBM 
PC and XT computers with as little as 300K bytes of memory. 

On 5 February 1985 the company was incorporated under the name Soft Warehouse, Inc. 

DERIVE was released in October 1988, had an easy to use menu-oriented CAS interface, 2D and 3D 
graphics, and ran on PC compatible computers running MS-DOS with a minimum of 512K bytes of 
memory. 

DERIVE for Windows was released in October 1996, had a GUI Windows interface, a 32-bit math 
engine kernel, and ran on PC compatible computers running MS Windows and NT. 

The "mu" in muMATH is the Latin name for the Greek letter mu, which is used to represent micro in 
the Metric system of units.  Since our math program ran on the micro-processors used in small com-
puters, the name muMATH seemed like a natural. 

muMATH was written in a surface language for LISP that we named muSIMP. muSIMP stands for 
micro Symbolic IMPlementation language.  While semantically equivalent to LISP, muSIMP pro-
vides a more conventional syntax than LISP (e.g. infix notation for math operators instead of LISP's 
Cambridge prefix notation, etc.).  muSIMP starts out as muLISP, and then the first thing that is load-
ed is a parser (written in muLISP) that replaces the LISP parser with the more sophisticated 
muSIMP parser. 

For example, in LISP (or muLISP), you would write (+ 2 3) whereas in muSIMP you would write 
2+3.  As another example, in muLISP you would write 

((ZEROP x) y) 

whereas in muSIMP it would be 

When x=0, y Exit, 

Rather than just refining and improving muMATH, we decided that an entire re-write was needed. 
DERIVE is the result.  Instead of being written in muSIMP, DERIVE is written directly in LISP, 
specifically muLISP.  More importantly, in DERIVE expressions are represented in an implicit form 
that makes for much more compact storage and efficient algorithms. 

We agonized over the name for the successor to muMATH for a long time.  We wanted a name that 
suggested the dynamic, creative process of doing math on a computer.  So we finally converged on the 
verb "DERIVE", rather than a static noun beginning with "M". 
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SOME CLASSROOM EXPERIMENTS WITH DERIVE IN A CHEMICAL 

ENGINEERING UNDERGRADUATE COURSE. 

José M.M. Cardia Lopes, Gilberto Pinto, IPP/ISEP, Oporto, Portugal e-mail:  cardialopes@mail.telepac.pt 
 
DERIVE is a valuable learning tool in teaching not only calculus and algebra but also numer-
ical analysis. With DERIVE we can make evident the differences and the complementarities 
between the two approaches (calculus and numerical). Let us report some examples. 

Example 1 - Townend and Pountney (1989, p.77)  

“A horizontal cylinder closed at one end and fitted with a piston, contains an ideal gas, 
initially at pressure p1. The gas undergoes a reversible isothermic expansion, throughout 
which the outer face of the piston is exposed to atmospheric pressure pa and is acted upon 
by a variable external applied force for wich the net work done is zero. If the final pressure of 
the gas is p2 then, by the first law of thermodynamics, p2 satisfies the equation 
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If  p1 = 124 KN m-2 and pa = 103.5 KN m-2 are given, compute p2 from the equation.” 
 
Introducing the equation in canonical form and solving for p2 we get p2=124 KN m-2. It is not 
the solution for our problem: after expansion it is obvious that we will have p2< p1 . 
 

 
 
A glance on the graph can help us (we need some trials to get the adequate scales): we 
have evidence that the problem is almost ill conditioned, with two roots, and then we must 

solve (numerically) for the lower root. The answer is p87.3 atm. 
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Solving the equation with DERIVE 6: (we proceed with DERIVE 6) 

  
 
Solving the equation with TI-NspireCAS: 

 

Example 2:  
          k3           C 
                k1 
Consider a reactor where the following             A                   B 
chemical reactions take place:              k2 
         k4               D 
The rate equations are: 
 

 BA
A CkCk

dt

dC
21   

BA
B CkkkCk

dt

dC
)( 4321   

 B
C Ck

dt

dC
3  

B
D Ck

dt

dC
4  

 
CA, CB, CC, CD are the concentrations of materials A, B, C, D respectively, and k1, k2, k3, k4 are 
the rate constants. We know the concentrations at t=0 and the values of the rate constants: 
 
  CAo = 50 g mol/l  k1 =    2 hour -1 
  CBo = 5 g mol/l   k2 =    1 hour -1 
  CCo = 0 g mol/l   k3 = 0.2 hour -1 
  CDo = 0 g mol/l   k4 = 0.6 hour -1 
 
If we want to obtain the product B, what will be the reaction time? 
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We have a set of linear ordinary differential equations ,Y AY for wich the solution may be 

given by the matrix equation Y=XetX-1Y0, (X is a matrix where the columns are the eigenvec-
tors of A,  is a diagonal matrix with the eigenvalues of A, Y0 is the initial conditions vector 
and Y is a functional vector with the solution).  
 
The students first enter matrix A and calculate the eigenvalues (#1 to #2). We get only three 
distinct eigenvalues  and we must have four: a glance at the characteristic polynomial and its 
graph and we see that w=0 is a double eigenvalue.  

  

The eigenvectors are obtained in #5 to #10 (we need different DERIVE commands because 
the eigenvalue w=0 is exact but w = - 3.31774 and w = - 0.482255 are approximate eigenval-
ues). 

 
 
Therefore the solution of  the differential equations (with arbitrary values to 1 and 2) is:  
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The graph of #15 shows the four functions CA=CA(t), CB=CB(t), CC=CC(t) and CD=CD(t) for t  0. 

We can see that the concentration of product B has a maximum near t = 0.6 hour. 
 

 
 

In lines #16 and #17 we get this value of t maximizing the function CB=CB(t) (the second 
component of vector #15): 

 
The answer is t = 0.63 hour (we don’t verify the 2nd order conditions because the graph 
shows that CB has effectively a maximum). 

With DERIVE we can solve the same problem numerically, for example applying the fourth 
order Runge-Kutta method. We define the vectors r (differential equations in canonical form), 
v (variables) v0 (initial values), step size and number of steps and the commands Simpli-
fy/Approximate give the numerical solution as a matrix (#19 to #21).  

 
                            …………………………………………………… 
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From matrix #21 (121 rows) we can extract pairs of columns (EXTRACT_2_COLUMNS or 
using ↓↓) to study the graphs of the different functions in the solution CA=CA(t), CB=CB(t), 

CC=CC(t) and CD=CD(t) or to find the trajectories in the phase space. 

 

Frequently in chemical engineering we need to solve stiff problems where numerical meth-

ods such as Runge-Kutta are inadequate. Frequently the matrix equation Y=XetX-1Y0 allows 

us to solve these problems without the need of special methods such as the finite differences 
Gear’s method.  

The matrix equation Y=XetX-1Y0 is obtained from calculus but usually we need some help 

from numerical analysis to determine the eigenvalues of matrix A. It is an equation wich is not 
very popular between the old generations of students because it implies a lot of hand calcu-
lations. With DERIVE the calculations are immediate.  

 
References: 
 Constantinides, A., “Applied Numerical Methods with Personal Computers”, NY, McGraw-Hill In-

ternational Edition, 1989 

 Edgar, T.F., Himmelblau, D.M., “Optimization of Chemical Process”, NY, McGraw-Hill International 
Edition, 1989 

 Townend, M.S., Pountney, D.C. “Computer-Aided Engineering Mathematics”, Chichester, Ellis 
Horwood, 1989 

We can perform the same procedure with 
TI-NspireCAS – with one advantage: as you can 
see on the screen shot, we will get the Eigenvec-
tors (matrix X) in one singe step. 

On the next page I will solve the DE-system 
using a tool provided by Michel Beaudin’s great 

Nspire-library ets_specfunc.tns (see DNL102). 
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ets_funcspec.tns is a file in my MyLib-folder where all my favourite libraries are stored. You can 

easily follow the syntax of the function simultd( ): 

 

As the solution functions are pretty bulky in exact mode, I approximate and transfer them into the 
Graphs-application. 
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The function graphs with the maximum point of cb(t) – without using Calculus but Nspire’s Analyze 
Graph Tool. Then you can see how to solve the system using the Runge-Kutta numerical method. 
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Plotting 3-Dimensional Curves with SPACE_TUBE(,,,) 
by Steven Schonefeld 

 
Suppose we wish to perform a 3-D plot of the helix  #1  for the parameter  s  ranging from  -5  to  5.  
This is easy to do using DERIVE 5 or 6.  You simply highlight  #1, click on the 3-D plot icon, tap 
function key  F4  in order to set the Plot Parameters (only for parameter s), and click on the  3-D plot 
icon in the graphics window.  The settings and the plot are shown below.  Since  #1  contains only one 

parameter t, the settings for parameter  s  make no difference (0 ≤ s ≤ 1 recommended). 
 
 
 

 

 
 As the reader may know, the helix  #1 is part of the cylinder having radius  2  with center 
along the  z-axis.  Such a cylinder is given parametrically by  #2.  It would be nice to illustrate the 
connection between the helix and the cylinder by plotting both  #1  and  #2  in the same graphics win-
dow.  However, when we perform this plot, the helix nearly disappears into the cylinder.  This result is 
less than desirable.  One way to make the helix stand out is to change the plot color and slightly shrink 
the size of the cylinder. 

 Perhaps a better alternative is to use the function  SPACE_TUBE(v,s,r,t)  contained in 

the DERIVE utility file  Graphics.mth (see comment next page).  The arguments for this function are:  
v = a vector representation for the desired curve (such as #1),  s = the parameter used in  v,  r = the 
radius for the space tube (usually a small, positive number),  t = a second parameter.  The function  
SPACE_TUBE(,,,)  creates a surface composed of circles having radius  r  which enclose the given 

curve.  It adds thickness to the curve.  We illustrate the use of this function below.  After loading the 
file  Graphics.mth, we author  #4  and simplify to get  #5. 
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 The Plot Properties for the cylinder  #2 are:  s  ranges from  -2.5  to  2.5  with 20 panels;   

t  ranges from  0 to 2  with 40  panels.  For the space tube  #5,  the Plot Properties are:  s  from  -5 to 

5  with  40 panels;  t  from  0  to  2  with  10 panels.  The results of these plots are shown below  #5.  

In this graph it is clear that the helix is part of the cylinder, yet we can clearly see the path of the helix.  
With DERIVE 5 and 6,  we may easily view this figure from any possible angle with a few clicks of 
our mouse.  Notice that we can see the path of the helix both inside and outside the cylinder.  On top 
of all that, we may put the figure in motion (it rotates about the z-axis.)  This truly brings  3-
Dimensional figures to life! 

 
Comment: Graphics.mth is not contained in the DERIVE 6 utility files. You can find the func-
tion space_tube() at the end of this article, Josef. 

 

Next example: 

 The curve  #8  (t  from  0  to  4)  is contained in the intersection of the cylinder  #6  and the 

sphere  #7.  For the cylinder  #6:  s  from  -2  to  2  with  40 panels;  t  from  0  to  2  with  40 panels.  

For the sphere  #7:  s  from  0  to  2  with  40 panels;  t  from  0  to    with  40 panels.  For the space 

tube  #9:  t  from  0  to  4  with 100 panels;  s  from  0  to  2  with  20 panels.  The results of this plot 

are shown below #9. It is not necessary to simplify #9. (Except you want to see the bulky expression.) 
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Comment:It might be of interest how to derive equation #8 of the space curve – it is the 
“Window of Viviani”? It will presented an in appendix. Josef. 

 The vector expressions  #10  through  #16  represent 3-D curves, which are contained in one 
or more surfaces.  The interested reader might like to determine the surface or surfaces for each curve 
and plot the surface(s) together with the space tube for the curve.  For  #12, let  s  range from  -2  to  2.  

For  #13,  let  s  range from  0  to 3.  For  #16,  let  s  range from  0  to  4.  For all others, let  s  range 

from  0  to  2. 
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 Here are some remarks concerning the function  SPACE_TUBE(,,,). 

 (1)  This function has been available in earlier versions of DERIVE.  However, "plotting" the 
resulting surface could only be done with the  2-D isometric projections (also contained in 
Graphics.mth).  A colleague of mine, Richard Ruselink, has been using this method of displaying 
space curves for years.  This isometric plotting is very cumbersome. 

 (2)  Suppose we make  s  the variable of the vector representation for our curve and  t  the 
other parameter in  SPACE_TUBE(,,,) -- as we have done above.  We must use a large number of 

panels for  s,  to give the tube a nice appearance.  As the curve gets longer, the number of panels for  s  

should increase.  The parameter  t  must range over an interval of length  2  to get the complete space 

tube.  Since the circular cross-sections have a small radius, we only need a few panels (above we used  
10)  
for  t.  It is interesting to experiment with an even smaller number of panels.  If parameter  t  is plotted 
using  4  panels, the cross-sections of the space tube are squares.  Using only  3  panels for  t, these 
cross-sections are equillateral triangles. 

 (3)  The definition of  SPACE_TUBE(,,,)  is shown as expressions  #18, #19,  and  #20  

below.  At first glance, it appears that the auxillary functions  NORMAL_VECTOR(,)  and  

BINORMAL(,)  are the usual unit normal and unit binormal vectors, which we explain to our stu-

dents in calculus class.  As Professor Ruselink told me, this is only true if the parameter  s  is arc 
length or a constant multiple of arc length.  This may not always be the case.  The curve  #21  is a re-
parametrization of  #1  obtained by replacing  s  by  s3.  This should give the same helix as  #1.  How-
ever, as we can see by the graph below  #21,  the space tube for  #21  appears to be pinched near the 
point where  s = 0. 

 The lines  #22 -- #25  give a definition of  MY_SPACE_TUBE(,,,),  which uses the true 

unit normal and unit binormal vectors for our curve.  These two unit vectors are used as a coordinate 
system to create a circle perpendicular to the curve.  That is, for each value of parameter  s,  we get a 
normal circle of radius  r  with center on the curve.  In the figure below  #25, we show the perfor-
mance of  MY_SPACE_TUBE(,,,)  in displaying the helix  #21.  The resulting space tube is clearly 

better. 

 Now, for the bad news.  It turns out that  MY_SPACE_TUBE(,,,)  may take a lot more 

computer time than  SPACE_TUBE(,,,)  to simplify.  Also, the expression we get from simplifying  

MY_SPACE_TUBE(,,,)  may be much more complicated than the expression we get from simplify-

ing  SPACE_TUBE(,,,).  However, if you are patient, the resulting space tube is a better represen-

tation for the curve when you use  MY_SPACE_TUBE(,,,).  

 (4)  If the unit normal vector (or the second derivative) for a curve is always the zero vector 
(for example, if our "curve" is a straight line), then the functions  MY_SPACE_TUBE(,,,)  and  

SPACE_TUBE(,,,)  fail to define the desired surface.  In this situation, you would need to manual-

ly find two perpendicular vectors to replace  NORMAL_VECTOR(,)  and  BINORMAL(,)  in the 

definition of  SPACE_TUBE(,,,). 

 In case the unit normal is the zero vector at an isolated value of the parameter  s,  there may be 
a gap in the space tube corresponding to this value of  s.  By changing the number of panels for  s,  we 
may get the  3-D plot to skip over this troublesome point in the space tube. 
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 (5)  Since the true unit normal vector is used in the definition of  MY_SPACE_TUBE(,,,),  

the resulting space tube will "twist" as the unit normal winds around the given curve.  This can en-
hance our understanding of the curve.  The reader may wish to use   MY_SPACE TUBE(,,,)  to 

plot the curves #11 -- #17 and compare these results with those obtained using  SPACE_TUBE(,,,). 

 

 

 

-1 ≤ t ≤ 1, odd number of panels 

0 ≤ s ≤ π 

 

 

 

 

-1 ≤ t ≤ 1, odd or even number of panels 

0 ≤ s ≤ π 

 

 

Appendix 1: 

Calculation of the intersection curve of the cylinder and the sphere to obtain the “Window of 
Viviani”. 

We take the implicit form of the sphere 2 2 2 22x y z    and replace x, y and z by the compo-

nents of the parameter form of the cylinder. Then we solve the resulting equation for s. 
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Appendix 2: Space tubes with TI-NspireCAS (pretty nice!) 
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Define istaut(m_,a_) = when(product(seq(a_,j_,0,w^m_-1))=1,1,0)
 
This function – and the next two ones as well were defined originally as If-constructions 
of some lines. I replaced them in agreement with Eugenio by the shorter when-
construction, Josef 
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Define isconsta(m_,a_,b_)=when(product(seq(auxt(a_,b_),j_,0, 
       m_-1))=1,1,0) 
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The next page shows the realisation of Eugenio Roanes’ functions on the TI-NspireCAS – 
made in 2018 which is 18 years after defining the TI-92 code. Josef 
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As you can see we can transfer the code without any problems from the TI-92 to TI-Nspire. 
 

  
 

I did the first part on a Notes-page. The 
truth table from fig. 1 is presented on the 
handheld screen. Calculation is performed 
in an instant. 

I proceed on a calculator page for defining 
the remaining functions and the closing ex-
amples. 
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DERIVE as Problem Generator 

Josef Böhm, Würmla, Austria 

Despite the fact that my students and I now have powerful tools like the TI-92 or DERIVE for manipu-
lating expressions, I wouldn’t like to skip practising some basic manipulating skills at all. Several 
years ago Jan Vermeylen sent some DERIVE (for DOS) files to create randomly generated exercises 
for factorizing, expanding etc. I remembered his ideas and realized them as you can see with DfW5. 

And I added an error analysis. (Now in 2018, I present the DERIVE6 version, Josef.) 

 
Please follow a possible exercising session: 
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I added a TI-Nspire-version (expanding.tns, deutsche Version: terme.tns). 
 

 
 
A sample session on two calculator pages. One program is displayed on the next page. 
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Lists of problems (like sqe(n), cue(n), …) cannot be checked and analysed. 
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This was my simulation on the TI-92. Nowadays in 2018 we would like to perform this nice – 
maybe introductory – example for probability theory with TI-Nspire. 
 

You are invited to do a project in your classroom using the program runtest. 

 
 
Lets assume that 35 students simulate 100 tosses each (take care that they use different 

randseeds). Each of them has executed runtest(100). 
    



 
 
 D-N-L#40  Josef Böhm: The RUNtest – A simulation  p 51 

 
I recommend to collect the data from their screens and then perform the graphical evaluation 
using the statistic tools. So you can practise presentation of data. In this way we can turn a 
deficiency of the Nspire into a benefit. This  

What’s the deficiency? TI-Nspire does not allow programming the plots from within the pro-
gram – which can be done with TI-92 and Voyage 200 as presented above. 

The data are collected in lists for further use in the Lists & Spreadsheet- and Data & Statis-
tics- Application of the TI-Nspire. 
 
These might be the collected data of 35 students: 
 

 
 
First of all we can demonstrate that the number of HEADS tend to 50% of the tosses: 
 

 ^  
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For saving space are the next screen shots 
from the handheld. 

This is Option 2 from above, the number of 
RUNS together with its convergence to-
wards 50.50. 

 

Option 3 from above shows the Maximum 
Runs and their mean (???). 

Any idea? 

 

Option 4 presents the distribution of the 
number of the RUNs. 

This will become clearer choosing more 
tosses and experiments (see next page). 

 

Option 5 presents the distribution of the 
lengths of all RUNs for all series of tosses. 

Any idea for a describing function? 

 

 

Finally, option 6 is showing the frequencies 
of the maximum Runs. 

Again, the same question: which function 
lies behind the frequencies? 
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My program runtests(number of series, tosses per serie) allows experiments with greater num-

bers: 

runtests(35,50) simulates the 35 student class in one step: 

 

According [2] (Arthur Engel) the standard deviation of the number of Runs is given by  

1
1

2
n   . 

For n = 50 this is 3.50. As you can see here and in the next simulation as well, my outcome 
confirms the formula. 

Finally, I execute 500 experiments with 400 coin tosses each. It works very fast on the PC: 

     
 
We can recognize the bell-shaped normal distribution. 

On the next page I try to approximate the distribution of the run lengths by an exponential 
function. 
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